## APPENDIX No. 21.

## ON THE THEORY OF ERRORS OF OBSERVATIONS, BY ASSISTANT C. S. PEIRCE.

The object of this paper is to give a general account of the theory of errors of observations, with the design of shoring what the limitations to the applicability of the method of least squares are, and what course is to be pursued wheu that method fails. We shall begin with an elementary account of the general principles of the subject, in order to state them with a little more accuracy than is commonly done.

The notation employed is one which has been suggested by the study of the logic of relations. Small Romau letters will denote objects partly indeterminate. Thus m may denote a mau, without saying what man. Small Italics will be used for relative terms; thus $l$ may denote a lover. The correlates of such relative terms will be written after them on the same line; thus $t \mathrm{~m}$ or $l \mathrm{~m}$ may denote a tooth of a man or a lover of a man, if m denotes man, $t$ a tooth of and $l$ a lorer of something undetermined. Then, $l \mathrm{w}$ will denote a lover of a woman, it being indeterminate what lover and what womas. $t l w$ will denote a tooth of a lover of a woman. If we wish to denote that which is a lover of all women, we must have a symbol to denote all women. As $[x]$ is commonly ased in the method of least squares to denote the sum of all the quantities $x$, so we may write [w] to denote all women, and then $l[W]$ will denote something which is a lover of all women, or we may write the same thing thus, $l^{w}$. A relatise term has a double indeterminacy, being indeterminate in reference to the relate and also in reference to the correlate. A lover may be this lover, that lover, or the other lover, and each of these may be lover of this, or that, or the other. Corresponding, therefore, to the [ $l$ ], which denotes all lovers, we may write $\{l\}$ to denote the lover to whomever he is a lover. Thus, $\{l\}^{\text {w }}$ will denote a lover of nothing but women, or we may write the same thing thas, ${ }^{2} \mathrm{w}$. We may denote "loved by" by $\pi^{\prime}$.

Corresponding to any absolute term, as man, there is a relative term, " mau that is," as in the expression "a man that is rich." I shall denote a relative of this sort by the symbol for the absolute term, with an inverted comma after it, as $m_{r}$. Thas, if $b$ denotes austhing black, $m_{c} b$ will denote a man that is black.

Let $V$ be the rolative "a general name which is applicable to." Thus, Vm will denote a general term which is applicable to some man. $V^{m}$ will denote a general term which is applicable to every man. $\nabla^{\mathrm{ma}}, V^{\boxed{ }}$ will be a general term which is applicalle to every man and to every woman. $K V\left[V^{m}, V^{w}\right]$ will denote that to which every general term is applicable which is applicable to every man and to every woman ; in other words, this denotes either a man or a woman. I shall write this for short $\mathrm{m}+$. w.

Zero is defined by the general equation $x+0=x$, whatever $x$ may be. Then, zero generally denotes nothing.

Unity is defined by the general equation $x_{c} 1=x$, whatever $x$ may be, and then 1 generally will denote anything.

But 1 and 0 have sometimes to be interpreted as relative terms. Now, it can be proved by the principles of the logic of relatives that so considered $0^{x}=0$, unless $x=0$, when $0^{0}=1$; and that $1 x=1$, unless $x=0$, when $10=0$. It follows that $0^{x}$ is such a logical function* of $x$ that it signifies "the case of the non-existence of," while $1 x$ is such a logical function of $x$ that it signifies "the case of the existence of."
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Since [m] denotes all men, we may naturally write $\frac{[\mathrm{m}]}{\mathrm{m}}$ to denote what all men become when that factor is removed which makes [m] refer to men rather than to anything else; that is to say, to denote the number of men. We may write this for short $[\mathrm{m}]$ with heary brackets. Then $t$ being a relative term, ("a tooth of,") by $[\mathrm{t} 1]$ will be denoted the total number of teeth in the universe. But $[t]$ will be used as equivalent to $\frac{[\mathrm{t} 1]}{[1]}$, or the average number of teeth that angthing has. But "anything" is not to be taken here in an absolute sense. We always limit our considerations entirely to a certain class. As De Morgan expresses it, we always have a limited universe. When we reckon up the number of all things to find the average uumber of teeth per thing, it wonld be absurd to count among things the virtues, shades of color, days or seconds of time. Anything which belongs to the limited universe under consideration is called, in the theory of probabilities, an event. An expression like $\left[\begin{array}{l}5 \\ t\end{array}\right]$, where $t$ is a relative term, is termed a relative number, average number, or probable number. If the relatire term to which the average number refers is one of those relatives which are formed by adding a comma to the symbol for an absolute term, as m, then the relative number is called a probabitity. For example, $[\mathrm{m}$,$] is the arerage number of men$ that anything is, but it is usually called the probability that anything is a man.

The importance of average numbers arises from the fact that all our knowledge really consists of nothing but average numbers; for all our knowledge is derived from induction, and its analogue. hypothesis. Now, the scientific conduct of this kind of reasoning is highly complex, becanse all sorts of precautions have to be attended to, and it has to be accompanied by a great deal of deduction. But the general nature of induction is everywhere the same, and is completely typified in the following example. From a bag of mixed black and white beans 1 take out a handful, and count the number of llack and the number of white beans, and I assume that the black and white are nearly in the same ratio throughont the bag. If $I$ am in error in this conclusion, it is an ecror which a repetition of the same process must tend to rectify. It is, therefore, a valid inference. But it clearly teaches me nothing in reference to the color of any particular bean. Of that 1 am as ignorant as before. The case is not in the least altered if I find all the beans of my handful to be black, or all to be white. I can still infer only the approximate general ratio, and it is ouly this I express when I say the observation makes the probability of any one bean being white or being black very great ; for a probability is itself only an average number. At first thought it is hard to admit this; but the difficulty will be in great measure removed if we consider how it is that the knowledge of average numbers becomes useful in particular cases. Suppose we know the relative number of black beans in a certain bag; then, if we draw a large number of beans out of it, we know that the total number of black beans we shall draw will be equal to the number of drawings multiplied by the arerage number of beans in the bag. Suppose we know the relative numbers of black beans in a large number of bags, containing different proportions; then, if the beans are well mixed up in each, we may ouly draw a single bean from each, and yet we can predict nearly the total number of black beans which would be drawn by simply taking the sum of the relative numbers. If the black beans had a value while the white ones were worthless, then the total number of black beans which would be drawn would be the important thing to know. But as knowledge derives its practical importance from its influence upon our conduct, let us suppose that at every drawing we have our choice between two bags to draw from; then the man who knew the relative number of black beans in every bag would act in every case as though the bean he would draw from the bag which contained the larger proportion of black ones were known to be black, and as though the bean he would draw from the other were certainly white. Strictly speaking, he would know nothing about the beans that would be drawn in the particular case, bnt he would have a knowledge which would be so far equivalent to that that it would infnence his conduct in H. Ex. $112-26$
the particular case. This is the only knowledge we ever have, a knowledge of what assumption to make in the particular case in order to do the best in the long run. Whenever, then, we hare to do with a vaiue, the sum-total of which in the long run is the ouly thing which concerns us, the arerage amount of it is important to be known; but in all other cases the average numbers are of no consequence.

It is evident that in the example just given it would be a valuable increase of knowledge to know, for instance, what the difference in the relative number of black beans at the top and bottom of a bag was, and any limitation of the " universe" used which shonld separate a relatire number into two different ones would be advantageous.

There are many problems in probabilities, which, being solved, gire a relatire number composed of two terms, one known and the other unknown. Such an indeterminate result shows that a wider "universe" must be adopted for one of the terms of the relative number.

The fundamental arithmetical formula relating to relative uumbers are as follows:
We hare seen that the relative number of things that are men, or the probability that a thing is a man, is equal to $\frac{\left[m_{c} 1\right]}{[1]}$. By "thing" here is meant any object of our limited universe, as, for example, an animal. Bat we may wish to consider the relative number of animals that are men when our limited universe is a wider class than animal. In this case, a denoting an animal, we write this probability $\frac{\left[m_{c} a\right]}{[a]}$. Let us suppose that, our universe being "day," we wish to know the probability that if it thunders on ans day it will rain on that day. To say that if it thanders $i_{t}$ will rain on the same day is the same as to say that every day on which it thonders is a day on which it rains. Then let $t$ be a day on which it thunders and $r$ a day on which it rains, and the probability in question is $\frac{\left[t_{c} r\right]}{[t]}$. In general, the probability that if one event happens another will happen is equal to the probability that both will happen, divided by the probability that the first will happen.

Let us now see how to express the probability that a certain quantity will have a certain value. It is clearly implied that the quantity is defiued in some other way than by its value. It might be, for instance, the length of time a bird will be on wing. Let $x$ be this quantity, and let $n$ be any definite value. Then $\frac{\left[x_{c} n\right]}{[x]}$, or the number of cases in which the time a bird is flying has that value, divided by the whole number of cases of a bird's flying, is the probability that a bird will fly for that length of time. But since time is continuous, the length of time a bird may be up may have an infinite number of different values. Consequently, the probability of any one is zero. We, therefore, seek the probability that the time lies between $n$ and $n+\Delta n$; and if $\Delta n$ is infinitesimal, (say $d n$, then the probability is proportional to $d n$. We may, therefore, write this probability thas, $\left[n_{x}\right] d n$. Here $n_{x}$ denotes the case of the value of $x$ being about $n$.

The probability that if one quantity, $x$, has a value lying between $m$ and $m+d m$, then ancther quantity, $y$, has a value lying between $n$ and $n+d n$, will, according to what has been said, be equal to the probability that both $x$ and $y$ will have the supposed values, divided by the probability that $x$ will have the supposed valne, or will be $\frac{\left[m_{x_{e}} n_{y}\right] d m \cdot d n}{\left[m_{x}\right] d m}$, or, since thed $m$ disappeared


Given, the probability of $A$, the probability of $B$, and the probability that if $A$ bappens, $B$ happens. Required, the probability that if $B$ bappens, $A$ happens.

The probability of $A$ is [A].
The probability of $B$ is [B].
The probability that if $A$ then $B$ is $\frac{\left[A_{c} B\right]}{[A]}$.

The probability that if $B$ then $A$ is $\frac{[A, B]}{[B]}$.
Then we have-

$$
\left.\frac{\left[\mathbf{A}_{c} \mathbf{B}\right]}{[\mathbf{B}]}=\frac{[\mathbf{A},}{} \mathbf{B}\right] \times[\mathbf{A}] \div[\mathbf{B}]
$$

or the probability, if $B$ happens that $A$ happens, is equal to the probability if $A$ happens that $B$ happens, multiplied by the probability of $A$ and divided by the probability of $B$.

We now pass to the theory of observations. An observation gives us the value of a certain quantity which is connected with an unknown quantity in such a way as to be partly dependent on the latter value, and partly on accidental circumstances, not capable of being separately taken account of.

These accidental rariations are, however, in all cases subject to a statistical law, so that (observations of a certain kind forming the limited universe, $X$ being the unknown quantity, $\Xi$ the quautity observed) the quantity,

$$
\frac{\left[\xi z_{x} x_{x}\right]}{\left[x_{x}\right]} \mathrm{d}
$$

or the probability that if the unknown quantity $X$ has a certain value $x$, then the observed quantity $\Xi$ will have a value between $\xi$ and $\xi+d \xi$, is a certain arithmetical function of the ralues $\xi$ and $x$. If we write $\varepsilon$ for $\xi-x$, or the error of observation, then we may put $\varphi$ for such a function that-

$$
\frac{\left[\xi E_{\mathrm{c}} x_{\mathrm{x}}\right]}{\left[r_{\mathrm{x}}\right]}=\varphi(\varepsilon, \mathrm{x})
$$

The special form of the function $\varphi$ is called the law of the facility of the errors. Except so far as this law is known, an observation can afford us no information whatever. The following conditions are invariably fulflled by this function. (It must be understood that only real quantities are considered.)

1. It has but one value for each set of values of its variables.
2. Its value is always positive and less than unity.
3. It vanishes when $\varepsilon$ is infinite.
4. Its integral relatively to $\varepsilon$ from $-\infty$ to $+\infty$ is always unity.

Beyond this the form of the function is determined by the peculiarities of the kind of observations.

The probability that if the observed quantity $\Xi$ has the value $\xi$, then the unknown quantity $X$ has the value $x$ is-

$$
\frac{\left[\mathrm{x}_{\mathrm{x}_{\mathrm{r}}} \xi \Xi\right]}{[\xi E]} \mathrm{d} x
$$

The value of this probability is for any particular kind of observations an arithmetical function of $\varepsilon$ and $\xi$, which we may write $\psi(\varepsilon, \xi) d \varepsilon$.

The probability that the unknown quantity $X$ has the value $x$ without reference to observation is $\left[x_{x}\right] \mathrm{d} x$. This is in any case a function of $\mathbf{x}$, which may be written $4 x . \mathrm{d} x$.

The probability that the quantity given by observation $\Xi$ has the value $\xi$, without reference to the value of the unknown quantity, is $[\xi \Xi] \mathrm{d} \xi$. This an arithmetical function of $\xi$, which may be


If $\phi_{\xi}, \Psi_{x}$, and $\varphi(\varepsilon, x)$ are given, then we can obtain $\psi(\varepsilon, \xi)$ thus:

$$
\psi(\varepsilon, \xi)=\frac{\varphi(\varepsilon, \mathrm{x})}{\phi \xi} \Psi x
$$

Suppose a number of independent observations to be made. Then we shall have a series of functions-

| $\varphi_{1}\left(\varepsilon_{1}, \mathrm{x}\right)$ | $\Phi_{1} \xi_{1}$ |
| :---: | :---: |
| $\varphi_{2}\left(\varepsilon_{2}, \mathrm{x}\right)$ | $\Phi_{2} \xi_{2}$ |
| $\varphi_{3}\left(\varepsilon_{3}, \mathrm{x}\right)$ | $\Phi_{3} \xi_{3}$ |
| $\& \mathrm{c}$. | $\& c$. |

then the probability that if the quantities observed have the values $\xi_{1}, \xi_{2}, \xi_{3}$, \&c., the unknown quantity X has the value $x$ will be-

$$
\varphi \mathrm{x} \cdot \frac{\varphi_{1}\left(\varepsilon_{1}, x\right)}{\phi_{1} \xi_{1}} \cdot \frac{\varphi_{2}\left(\varepsilon_{2}, x\right)}{\varphi_{2} \xi_{2}} \cdot \frac{\varphi_{3}\left(\varepsilon_{3}, x\right)}{\phi_{3} \xi_{3}} . \mathbb{N c}
$$

or-

$$
\psi \times \prod_{1}^{n} \frac{\eta_{i}}{\varphi_{\mathrm{i}}\left(\varepsilon_{\mathrm{i},} \mathrm{x}\right)} \underset{\Phi_{\mathrm{i}} \xi_{\mathrm{i}}}{ }
$$

The probability $F x$. d $x$ antecedent to all observations will be simply $\mathrm{d} x$, and, therefore, the: factor $4 x$ may be omitted in the abore expression.

It will be perceived that observation never gives us to know a number expressing the value of the unknown quantity, but only a function expressing the probability of each value. It happens, however, in a very comprehensive case, that this function assumes a form which involves but two constants, so that in this case obscrvation may be said to give us two numbers, a value for the unknown quantity, and the probable error of that value.

Mr. Crofton's method of considering this case seems to me to make it more comprehensible than any other. Suppose that the unknown quantity X has been observed twice, the values given by obserration being $\xi_{1}$ and $\xi_{2}$. Put [ $\left.\xi\right]$ for $\xi_{1}+\xi_{2}$. What then is the probability that if $x$ is the value of $X$, the sum of the values given by the two observations will be [5]. It is clearly-

$$
\int_{-\infty}^{+\infty} \varphi_{1}\left(\varepsilon_{1}, x\right) \cdot \varphi_{2}\left([\varepsilon]-\varepsilon_{1}, x\right) \cdot \mathbf{d} \varepsilon_{1}
$$

Developing $\varphi_{2}\left([\varepsilon]-\varepsilon_{1}, x\right)$ by powers of $\varepsilon_{1}$, this integral becomes-

$$
\begin{aligned}
& \varphi_{2}([\varepsilon], x)-\varphi_{2}{ }^{\prime}([\varepsilon], x) \int_{-\infty}^{+\infty} \varepsilon_{1} \varphi_{1}\left(\varepsilon_{1}, x\right) \cdot d \varepsilon_{1} \\
& \quad+\frac{1}{2} \varphi_{2}^{\prime \prime}([\varepsilon], x) \int_{-\infty}^{+\infty} \varepsilon_{1}^{2} \varphi_{1}\left(\varepsilon_{1}, x\right) \cdot \mathrm{d} \varepsilon_{1} \\
& +\frac{1}{6} \varphi_{2}^{\prime \prime \prime}([\varepsilon], x) \int_{-\infty}^{\infty} \varepsilon_{1}^{3} \varphi_{1}\left(\varepsilon_{1}, x\right) \cdot d \varepsilon_{1}-\& c .
\end{aligned}
$$

If in place of two we have $n$ observations, the probability that the sum of all will be [ $\xi$ ] is-

$$
\left.\dddot{M}_{1}^{n}\left(1-\int_{-\infty}^{+\infty} \varepsilon_{i} \varphi_{i}\left(\varepsilon_{i}, x\right) \cdot D_{i}+\frac{1}{2} \int_{-\infty}^{+\infty} \frac{2}{\varepsilon_{i}} \varphi_{i}\left(\epsilon_{i}, x\right) \cdot D^{2} \varepsilon_{i}-\& c .\right) \varphi \mathrm{n}(\mid \varepsilon], x\right)
$$

Of these co-efficieuts-

$$
\int_{-\infty}^{+\infty} \varepsilon_{i} \varphi_{i}\left(\varepsilon_{i}, x\right)
$$

is the probable or mean value of the error of the observed quantity-

$$
\int_{-\infty}^{+\infty} \int_{i}^{+\infty} \varphi_{i}^{2}\left(\varepsilon_{i}, x\right)
$$

is half the probable value of the square of this error, and so on. The probable value of the error is often less than the probable value of its square, owing to positive and negative errors balancing. But the co-efficients which involve the cube and higher powers of the error way often become insiguificant. This, for example, will be the case if $n$ is rery great ; for then, in comparison with the sum of all the errors, the value of any one will be very small. In fact, in this case we may neglect a quantity a certain number of times, say M, larger than what we could neglect before, and may take a unit of measurement $M$ times larger. Then if-

$$
[\varepsilon],\left[\varepsilon^{2}\right],\left[\varepsilon^{3}\right], \& \mathbf{c}
$$

be the probable value of the error, the error square, the error cube, $\mathcal{E} c$, on the old scale of measures, their numerical values on the new scale will be-

$$
\left[\varepsilon_{\mathrm{M}}^{1}\right], \frac{\left[\varepsilon^{2}\right]}{\mathrm{M}^{2}}, \frac{\left[\varepsilon^{3}\right]}{\mathrm{M}^{3}}, \mathbb{N e}
$$

Cousequently if M is sufficiently large, the higher co-efficients mar be neglected. It also frequently happens that the error of each observation is due to the combined effect of a great number of independent or nearly independent causes, each one of which alone would produce but au insiguif. cant effect. In this case, by the same reasoning the higher co-efficients will disappear.

The manner in which sensation and volition are propagated through the nerves is unknown, but it must be by some very complicated process, because it is rery slow compared with the rate of propagation of sound. It is, therefore, probable that there may be variations of the rate of passage, aud that the relocity through each small portion of the whole length of the nerve is to some extent independent of the velocity through the other parts. If this is so, the whole time of propagation would be subject to a variation, the probable values of whose cube and higher powers would be - insignificant. However this may be, it appears to be a fact that in all carefully made observations, the error of which is due to the ineritable inaccuracy of the action of the human nerres, the probable values of the cube, \&c., of the errors are very small.

Whenever these quantities disappear it can be proved by an analytical process which need not be reproduced here that-

$$
\varphi(\varepsilon, \mathrm{x})=\frac{\mathrm{h}}{\sqrt{\bar{O}}} G^{-\mathrm{h}^{2}(\varepsilon-E)^{2}}
$$

where $h$ and $E$ are quantities which depend upon $x$. We thus reach the fundamental formula of the method of least squares.

It is not the object of this paper to explain that method itself. Only it may be remarked that in the deduction of it which is usually given, it is assumed that what we wish to obtain from obserrations in any case (whether the method of least squares is applicable or not) is the most probable ralue of the unknown quantity. This is not the case, for there is but an infinitesimal probability in favor of any one value. Suppose that the cause of error in observing the place of a star were a nearly simple oscillation of the image about its mean point. Then the most probable errors would be the extreme ones. But we should much prefer to assume as the value the probable or mean ralue than the most probable value, which would be removed the furthest possible from that value. The conception of the matter is this. What observation has to teach us is a function, $4(\varepsilon, \xi)$, not a mere number. But in cases to which the method of least squares is applicable, this function is completely determined by two numbers, which are the value of the unknown quantity derived from the application of that method and the value of its probable error.*

It is assumed in treatises on least squares that $\Phi \xi \cdot d \xi$, or the probability (without regard to the value of the unknown quantity) that the quantity observed will have a value between $\xi$ and $\xi+d \xi$, is equal to $d \xi$. When this is not the case it is only necessary to weight each observation by dividing by $\Phi$ §.

* The term probable error is here used in its usual but unanalogical sense, and not for the probable value of the error, which is always assumed to be zero in least squares, or else determined by some special research.

If the probability of error does not follow that law which the method of least squares supposes, that is to say, if the probability of the error $x$ in the mean of a large number of observations is not equal to $\frac{h}{\sqrt{\sigma}} G^{-h^{2} x^{2}}$, where $h$ is a constant independent of $x$, then it must at least be of this form if $h$ be considered to be a function of $x$. Now, $h^{2}$ is the weight which has to be assigned to an observation in the application of the method of least squares; and therefore when this method does not apply in its unmodified form, it is only necessary to find what function of $x$, $h$ must be in order to give the required law of facility of errors, and then proceed according to the method of least squares, after having weighted each observation by $h^{2}$. Let the equation which represents the facility of error be plotted, the error being taken as abcisse, and the probability of that error asordinate; then plot on the same diagram the curve $y=\frac{1}{\sqrt{O}} G^{-x^{2}}$. Let us suppose, then, that a certain value of $x, y$, is A times as great for the actual curre of errors as it is for the normal least-squares curre. Now, if $h$ be increased in the ratio $A$, the ordinates will be increased in this same ratio, and the abcisse will be diminished in the inverse ratio so that the area of the curve is preserved. But if the ordinates at any one point are to be increased in the ratio A, then the abcisse at that point must be contracted in the inverse ratio, so as to preserve the area; so that if we had a function $f x$ such that $D_{x} f x=\frac{1}{a}$, then the probability of this function of the error wond follow the law $y=\frac{1}{\sqrt{3}} 6^{-(i x)^{2}}$, and consequently $\frac{1}{\left(\mathrm{~B}_{x} \mathrm{tx}\right)^{2}}$ is the weight which has to be assigned to any such observation in applying the method of least squares. It will be observed that since the weight depends on the value of the error, it will be necessary first to make an approximate solution of the problem in order to get an approximate value of the error from which to determine the weight, so that when the method of least squares is not applicable in its ummodified form, an approximate method must necessarily be resorted to.

Let us now proced to consider the method of ascertaining the law of facility of error. In . any case, if the error is compounded of an infinite number of infinitely small errors, or approximates to being so, then the law of facility of errors is of that general form which the method of least squares prescribes, and nothing remains indeterminate excepting the value of h. Observation has sufficiently shown that in transit-observations the law of error is of this sort. I copy, for example, from Chauvenct's Astronomy the following table, taken from Bessel's "Fundamenta Astronomix," showing the errors made by Bradley in observing Sirius aud Procyon :

| Between- | No. of errors <br> wy the theory. | No. of errors <br> by expericace. |
| :---: | :---: | :---: |
| $" 1 "$ |  |  |
| 0.0 and 0.1 | 95 | 94 |
| 0.1 and 0.2 | 89 | 88 |
| 0.2 and 0.3 | 78 | 76 |
| 0.3 and 0.4 | 64 | 63 |
| 0.4 and 0.5 | 50 | 51 |
| 0.5 and 0.6 | 36 | 36 |
| 0.6 and 0.7 | 24 | 26 |
| 0.7 and 0.8 | 15 | 14 |
| 0.8 and 0.9 | 9 | 10 |
| 0.9 and 1.0 | 5 | 7 |
| Over 1.0 | 5 | 8 |

Fechner, in his "Elemente der Psychophysik," has, in connection with his psychophysical law, discussed the applicability of the method to cases of sensation generally such as the estimate of the
relative weights of two masses, and he finds that if $v$ be the energy of the force which produces the excitation of any nerve, then if $\log \mathrm{v}$ be considered as the observed quantity, the errors of the observed quantity will follow the law of least squares. Strictly speaking, the law of least squares recognizes the possibility of any error positive or negative, however great, although the probability of indefinitely great errors will be indefinitely small. It occurred to me that in the case of the emersion of a star from an occultation, since it was impossible to strike the chronograph-key too early, while it might be struck indefinitely too late, the law of least squares conld hardly apply, and I have made some experiments upon this point, which I will uarrate in detail at the end of this paper, merely remarking in this place that the divergence from the theoretical law proved to be insignificant. On the other hand, there are many cases in which we have no reason to expect that the errors will vary according to the least-squares curve. Let us consider, for example, a chemical analysis. Here the error is generally not due to the combined action of a very great number of very small causes, bat, on the contrary, there are generally two or three lealiug causes of error, depending upon some defect in the theory of the analysis or on some error in the manipulation, which is likely to result from a single one, such as cannot be regarded as in any way compounded of a large number of independent parts. Thus, a drop may be spilled or a portion thrown out of the crucible too small to be detected, but the whole drop is spilled at once, or the whole portion goes at once. In vers exact analysis, in which such canses are almost altogether eliminated, the remaining and chief cause of error will be an error of weighing, due to a want of delicacy of the balance, and will be of the same nature as an error of computation, due to the fact that the nomber of decimal places used has been limited. The method of considering such errors is treated by Dr. Bremiker, in the preface to his "Tabula Logarithmorum Sex Decimalium," a work to which the attention of chemists ought to be drawn. When the law of facility of errors cannot be deduced a prior from the consideration of the caases to which it is due, a large number of experimental observations must be made upon a known quantity in order to find in what manner the errors rary, or the same series of observations may be used both to determine what the value of the unknown quantity is and also what the law of the variation of errors is. Thus, in the method of least squares, $h$ is to be determined empirically, and the common way of doing it is to use the actual observations by which the unknown quantity is determined to determine also the value of h . In doing this, it should be remembered that a precise and trastworthy determination can only be obtained from a large number of observations. This procedure amounts, in fact, to adding an additional unknown quantity, a very obvious fact, and yet one which is habitually overlooked. Encke, in his "Astronomisches Jahrbuch" for 1834, has given the most complete formulx that I have anywhere found for determining the value of $h$, as well as its uncertainty. These formule require correction on account of the circumstance just mentioned. They should be as follows:

When it is necessary to combine, by least squares, observations of different orders of precision, they are weighted proportionately to $h^{2}$. If we have two series of observations, one of which is as accurate as you please, and the other as inaccurate as you please, a better result than that which the most accurate series of measures gives can always be got by combining with it the least accurate series, provided the proper weights are given to the two series. This proposition seems paradoxical, and is not admitted by many very competent heads, bat I cannot see how the conclusion can possibly be evaded. It does not depend at all upon any of the peculiar principles induced by the method of least squares, but rests on the fundamental axioms of probabilities. Indeed, it may conveniently be based directly upon the principles of logic itself. The least accarate series of measures offers certain facts, which may be used as premises, and it cannot be that if those facts are properly used they leave us in greater ignorance than we were before. Additional facts must increase our knowledge, if the proper inferences are made from them, and, therefore, an additional series of observations, if it have any weight at all, must, if its proper weight be assigned to it, improve the value of the unknown quantity. On the other hand, when it is considered that there is an uncertainty in the value of $h$, it may be that if the two series of observations differ greatly in accuracy, and the value of $h$ is not determined with much precision, it may be better at once to take the result of the best series of observations than to combine the two series with the best weights that we are able to give.

Let-
$x_{1}$ be the value from any set of observations;
$\varepsilon_{i}$ the mean error of this set;
$g_{i} \varepsilon_{i}$ the mean error of $\varepsilon_{i}$;
$W_{1}$ the true weight ;
$E$ the mean error of weight one; and
$x$ the truly weighted mean.

$$
\mathrm{x}=\frac{\Sigma_{\mathrm{i}}\left(W_{\mathrm{i}} \mathrm{x}_{\mathrm{i}}\right)}{\Sigma_{\mathrm{i}}^{\prime} W_{\mathrm{i}}}
$$

The best approximation we can get to $x$ will be subject to two kinds of error: first, those arising from errors of $x_{i}$; and, secondly, those arising from errors in our assuned values of $s_{i}$, from which we derive $w_{i}$ by the formula,

$$
w_{i}=\frac{\mathrm{E}^{2}}{\varepsilon_{\mathrm{i}}^{2}}
$$

The mean error of $w_{i}$ will be $w_{i}^{2} g_{1}^{2}$

$$
\begin{gathered}
\mathrm{D}_{x_{2}} \mathrm{x}=\frac{W_{2}}{\Sigma_{\mathrm{i}} w_{i}} \\
\mathrm{D}_{\mathrm{w}_{\mathrm{i}}} \mathrm{x}=\frac{\mathrm{x}_{\mathrm{i}} \Sigma_{\mathrm{i}} w_{\mathrm{i}}-\Sigma_{\mathrm{i}} w_{\mathrm{i}} \mathrm{x}}{\left(\Sigma_{\mathrm{i}} w_{\mathrm{i}}\right)^{2}}=\frac{x_{\mathrm{i}}-x}{\sum_{\mathrm{i}} W_{\mathrm{i}}}
\end{gathered}
$$

Then we have-

$$
\varepsilon^{2}=\Sigma_{1}\left(\frac{x_{i}-x}{\Sigma_{i} w_{i}}\right)^{2} w_{i}^{2} g_{i}^{2}+\Sigma_{i}\left(\frac{w_{i}}{S_{i} w_{i}}\right)^{2} \varepsilon_{i}^{2}=\frac{\Sigma_{i}\left(x_{i}-x\right)^{2} w_{i} g_{i}^{2}+\mathbf{E}^{2} \Sigma_{j} w_{i}}{\left(y_{i} w_{i}\right)^{2}}
$$

These are the two common rules by, which $\subseteq$ may be calcnlated. Call their results $\varepsilon^{\prime}$ and $\varepsilon^{\prime \prime}$, so that-

$$
\begin{aligned}
\varepsilon^{\prime} & =\frac{\mathbf{U}}{\sqrt{\Sigma_{\mathrm{i}} W_{\mathrm{i}}}} \\
\varepsilon^{\prime \prime} & =\sqrt{\frac{\overline{\varepsilon_{i} W_{i}\left(\mathrm{x}_{\mathrm{i}}-\bar{x}\right)^{2}}}{(\mathrm{~m}-1) \Sigma_{\mathrm{i}} \mathbf{w}_{\mathrm{i}}}}
\end{aligned}
$$

where $m$ is the number of determinations.
The first gives-

$$
\varepsilon^{2}=\varepsilon^{\prime 2}+\frac{\Sigma_{i}\left(x_{1}-x\right)^{2} w_{i}^{2} g_{1}^{2}}{\left(\Sigma_{1} w_{1}\right)^{2}}
$$

If $\mathrm{m}=2$,

$$
\begin{gathered}
\left(x_{1}-x\right)=x_{i}-\frac{w_{1} x_{1}+w_{2} x_{2}}{w_{1}+w_{2}}=\frac{w_{2}}{w_{1}+w_{2}} x_{1}-x_{2} \\
x_{2}-x=-\frac{w_{1}}{w_{1}+\bar{w}_{2}}\left(x_{1}-x_{2}\right) \\
\varepsilon^{2}=\varepsilon^{\prime 2}+\frac{w_{1}^{2} w_{2}^{2}}{\left(w_{1}+w_{2}\right)^{4}}\left(g_{1}^{2}+g_{2}^{2}\right)\left(x_{1}-x_{2}\right)^{2}
\end{gathered}
$$

$\operatorname{Pat} \frac{W_{2}}{W_{1}}=r$,

$$
\varepsilon^{2}=\varepsilon^{\prime 2}+\frac{\mathrm{r}^{2}}{(1+\mathrm{r})^{4}}\left(\mathrm{~g}_{1}^{2}+\mathrm{g}_{2}^{2}\right)\left(\mathrm{x}_{1}-\mathrm{x}_{2}\right)^{2}
$$

$$
\epsilon^{\prime \prime}=\sqrt{\frac{w_{1} w_{2}^{2}+w_{1}^{2} w_{2}}{\left(w_{1}+w_{2}\right)^{3}}\left(x_{1}-x_{2}\right)^{2}}=\sqrt{\frac{w_{1} w_{2}}{\left(w_{1}+w_{2}\right)^{2}}\left(x_{1}-x_{2}\right)^{2}}
$$

$$
\varepsilon^{\prime \prime 2}=\frac{W_{1} W_{2}}{\left(W_{1}+w_{2}\right)^{2}}\left(x_{1}-x_{2}\right)^{2}=\frac{r}{(1+r)^{2}}\left(x_{1}-x_{2}\right)^{2}
$$

$$
\varepsilon^{2}=\varepsilon^{\prime 2}+\frac{\mathbf{r}}{(1+\mathbf{r})^{2}}\left(\mathrm{~g}_{1}^{2}+\mathrm{g}_{2}^{2}\right) \varepsilon^{\prime \prime 2}
$$

Now，suppose $\varepsilon^{2}<a_{1}^{2}<z_{2}^{2}$ ；then $r<1$ ；then－

$$
z_{2}^{2}>z^{\prime 2}+\frac{\mathrm{r}}{(1+\mathrm{r})^{2}}\left(y_{1}^{2}+a_{2}^{2}\right) s^{\prime \prime 2}
$$

But－

$$
\begin{aligned}
& z^{\prime}=\varepsilon_{1} \sqrt{W_{1}+w_{2}}=v_{1}^{\prime}+r=\cdots \sqrt{1+r} \\
& z^{\prime 2}=\frac{1}{1+1}=z^{2} \begin{array}{c}
1 \\
1+1 .
\end{array} \\
& \frac{z_{2}^{2}}{z^{2}}-\frac{w_{2}}{w_{1}}=1 \\
& z_{1}^{2}=\mathrm{r} \varepsilon_{2}^{2} \\
& z_{1}^{2}-z^{2}=\frac{r}{1+1}
\end{aligned}
$$

$$
\begin{aligned}
& a^{2}(1+r) ン\left(r_{1}^{2}+z^{2}+z^{2}\right) \\
& a_{3}^{2} r=z^{2} \\
& r \frac{\varepsilon_{2}^{2}}{z^{2}}(1+1) \cdot\left(2_{1}^{2}+g_{2}^{2}\right) \\
& \mathrm{P} \frac{\varepsilon_{1}^{2}+\varepsilon_{\varepsilon^{\prime}}^{\prime 2}}{\varepsilon^{\prime \prime}}>\ddot{z}^{\prime} \dot{z}+g_{z^{2}}
\end{aligned}
$$

Uuless this condition is satisfied，the combination is worse than the best determiuation．
It is generally admitted that $\mathrm{m}_{\mathrm{i}}$ being the number of observations from which $s_{i}$ has been determined，

$$
\mathrm{g}_{1}=\frac{1}{\sqrt{2} \mathrm{~m}_{\mathrm{i}}}
$$

Then the couditiou is－

$$
\mathrm{mr}^{\varepsilon_{1}^{2}}+\varepsilon_{\varepsilon^{\prime \prime}}^{2}>\frac{1}{m_{1}}+\frac{1}{m_{2}}
$$

or we may write－

$$
\begin{aligned}
& \varepsilon_{1}^{2}+\varepsilon_{2}^{2} \\
& \left(x_{1}-x_{2}^{2}\right)
\end{aligned} \frac{g_{1}^{2}+\underline{g}_{2}^{2}}{(1+r)^{2}}
$$

or－

$$
\frac{\varepsilon_{1}^{2}+\varepsilon_{2}^{2}}{\left(\mathbf{x}_{1}-x_{2}\right)^{2}}(1+1)^{2}>\frac{\frac{1}{m_{1}}+\frac{1}{m_{2}}}{\ddot{-}}
$$

or we may write－

$$
\frac{\frac{\left(x_{1}-x\right)^{2}}{\varepsilon_{1}^{2}}+\frac{\left(x_{2}-x\right)^{2}}{\varepsilon_{2}^{2}}}{\frac{1}{\varepsilon_{2}^{2}}+\frac{1}{\varepsilon_{2}^{2}}}<\frac{-4 \varepsilon_{1}^{2}}{\frac{1}{m_{1}}+\frac{1}{m_{2}}}
$$

H．Ex．11ン——7

Some writers upon the subject have wished to assigu a smaller weight to those observations which differ largely from the mean than to those which come close to it. They have reasoned as if $h$, or the precision of au observation, were something which belonged to a single observation; whereas, in fact, it is a statistical quantity altogether, and belongs only to an ouservation as a member of a certain series. We may have a large series of observatious for which h has a certain value, and those observations may perhaps be seprated into two series ou some principle or other for which h shall have two different values, and if this can be done there is an advantage in doing it. It is, in firet, limiting our universe. In probabilities generally lu is a mean or probable quantity for a series of observations, and if we can divide our universe into two parts, getting different: values of h, it will be au increase of knowledge to do so. For example, suppose that some of the observations were taken under one set of circumstances and the rest under another set of circamstances. That wouhd afford a pribeiple upou which the observations could be distinguished, and if the value of $h$ for the two sets turned out different, it would be an alvantage to separate them and to give them different weights. Now, the degree of discordance of observations from the most probable valne of the unkown quantity may be taken as a means of estimating the relative degrees of care, Ne., used in making them, and so to diseriminate between them. But it would certainly be very absurd to allow no weight to the fact that we have endeavored to make them all with equal care. It must nerer be forgoten that it is a statistical quantity; not one which belongs to a single observation, but one which belongs to an intinite series of obscrations.

It is entirely in accordance with the method of least squares to reject discordant observations, and this has always been done, even by those who object to an exact criterion for determining what observations shomld be rejecterl. For example, Mr. Glajshor says that no observation should be rejected exepting obvious mistakes, thereby admitting that it is proper sometimes to reject obserrations, and nobon!s is more opposed to the rejection of observations than he. But no line of demarkation can be drawn between mistakes which are obsions and mistakes which are not obvious. In some cases it may be obrious that 53 has been written by the recorder instead of 35 . In other cases it may be doubtful whether it onght to be called an obvious mistake or whether there may be some doubt hanging over it, and there isevery grade of probability, from the greatest to the least; and when we examine into the facts of observation, and do not attempt to make our way through a vacuous space of pure theory, it will be found that the occasional rejection of observations is justified from every point of viow; and if observations are to be rejected, exact criteria are necessary to determine upon prineiples of probabilities in what cases they should be rejecten. The criterion of Professor Peire is the only one which conforms rigidly to those principles, and, indeed, I am not aware that it has been attacked upon the ground of not conforming to the principles of probabilities, althongh it has been attacked on the ground that no such eriteriou should be used, and that no observation should be rejected except upon principles of guesswork, for that is what it amounts to to say that none but obrious mistakes.should be rejected. Experience has shown that the errors which this eriterion rejects are almost precisely those which a person of sound judgment would pronounce to be obvions mistakes, but some other criteria have been proposed, which are confessedly inexact, but which have the advantage of involving less calculation, but these are no better than the unaided judgment of an experienced person, and in some cases not so good.

## Account of the experimonts.

These experiments were made in order to study the distribution of errors in the observation of a phenomenon not seen coming on, as in the case of a transit, but sudden, as in the case of the emersion of a star from kehind the moon. The time was noted upon a Hipp chronoscope, which is a modification of an inrention of Wheatstone's. The train of clock-work mored by weight is regulated $b y$ the vibration of a little spring or reed striking against a toothed wheel a thousand times a secoud. There are two hands, one of which marks tenths of a second, and the other thousandths of a second. These hands are thrown into gear when the first event occurs, and out of gear when the second erent occurs, so that the amount that they have moved measures the interval. The manner in which they are thrown in and out of gear is this: The axis of one of the wheels of the main train is hang, and the axis of one of the wheels of the hand-gearing passes
completely through it and comes out behind, where it rests upon a spring, which spring is influenced by an electro-magnet. There are two crown-wheels, one upon the hollow axis belonging to the main train already mentioned, the other facing it at a rery small distance from it, and fixed in position and upon the axis of the wheel belonging to the hand gearing, which moves backward and forward inside, and the other axis as described. There is a little arm, which will catch in the teeth of one or other of these crown-wheels. Before the first erent it is in the teeth of the fixed crownwheel, which thus prerents the hands from turning round. When the first event oecurs this arm is thrown forward into the teeth of the rapidy rotating erown-wheel, and thas the hands begin to turn round. When the second event occurs the arm is thrown into the teeth of the first crownwheel, and so the hands are suddenly stopped.

It will be observed that althongh the instrument only regisiem to thousandths of a second, wet if an event can be repeated many times with a variation of time much smaller than that, the instrument ought, theoretically, in the mean of a large number of observations, to give a much eloser result than 0.001 second ; for when the first event oceurs, and the arm is thrown into the moving crown-wheel, it probably will not strike exactly in any catel, but will strike on the inclined side of a tooth. If it, strikes on the forward side of the tooth, the hands will be caried forward by the fraction of a thousandth of a second more as the arm glides dewn this side to the bottom of the catch. But if it strikes on the back side of the tonth, the hamls will be carried relatively back the fraction of the thousandth part of a second as the arm glides back to the bottom of the eatel. Now; if the top of the tooth is midway between the botom of two catches, it is equally likely to be carried forward or back. The same thing oceurs when the secomi erent happens and the arn strikes upon the fixed crown-wheel. An error in themarket interval will thas result, which emor maty amount to - 0.001 second in theextreme, or to +0.001 second, and any one error betweenthese limits is as likely as any other; consequently, these errors, leing entirely incidental and independent of one another, they will balance one another in the mean of a large momber of observations, and thas a much higher degree of aceuracy may be reached. This, however, is a matter which has no in Huence on the experiments which I have made, masmuch as the interval measured by me was a variableone, and in point of fuct I have never been able to make the instrument work with such nicety as to measure much closer than 0.001 second. In the deseriptions of this instrument which 1 have seen, only two instrumental corrections have heen mentioned; one is owing to the rate with which the instrument goes, and the other is with refereuce to the time oceupied by the arm in passing from one crown wheel to the ather. To determine these two constants, a little apparatur acompanies the instrument, by which the time of the fall of a ball from different heights may be registered, and by registering the time from two different heights these two corrections, noe of which is proportional to the time and the other is a constant, may be determined. The hall is held in a pair of jaws; when these jaws separate, the contact is broken, the Lands begin to move, and the ball begins to fall. Care should be taken that the ball is so small that the jaws cannot be separated for any appreciable time before the ball is free to fall, bat if the spring with which they open is sufliciently strong the ball may fall freely from the very tirst. At the bottom the ball strikes upon a phatiorm made of wood and covered with green eloth, and it throws this phatiorm down upon two metallie springs below it, throngh which contact is made again, so that the hand stops, and then the phatform is held down by a cateh.

As the instrment came from the makers it was found that when the ball struck upou the platform it threw one of the springs down, so that the contact wasmade, and then immediately interupted before there was time for the hand to stop, so that a slight error of about 0.001 second arose in this way. This was usually corrected by putting little rooden wedges bemeath these spings, so that they could not be thrown down in this way. In order further to test the instrument, 1 made use of a break-circuit chronometer, and measured the intercal of two seconds upon the instrment for this purpose. It was necessary to employ two telegraph-repeaters. There are tro ways in which this can be arranged, so as to correct a break-circuit chronometer with a Hipp chronoseope. It is sufficient to describe one of them. The arrangement is shown in the accompanying figure:

Bat. . is the battery; Ch., the chronoscope; Chr., the chronometer; I., a resistancecoil; and $I$ and II, two telegraph-repeaters. I is a common telegraphrepeater, with the nonconducting screw so far raised that when the armature once flies up the maguet cannot bring it
down again. $F$ is the magnet end of this repeater; $B$, the end at the second circuit. When the first circuit is broken the armature flies up and instantly breaks the second circuit. II is arranged differently from common repeaters. As long as there is a current through the first circuit and the armature is held down, there is no connection in the secoud circuit. When the first circuit is broken, the armature, under the influence of a very strong spring, flies up for a distance of a tenth of a millimeter, and there makes the connection in the second circuit.

This repeater can be extemporized out of a common relay. The resistance-coil should always be used in connection with the chronoscope in snch a way that when the circuit is broken in the first place the corrent shall be so weak as just to be able to hold the hands still, while when it is made again the current shall be so strong as to make the circuit as quickly as possible.

The rate as given by the break-circuit chronometer did not agree with that found by the fallapparatus, and indeed there was a slight discrepancy in the rate given by the latter for different heights of fall. Professor J. E. Oliver suggested to me that this discrepaney was due to a retardation of the instrument when the hauds were geared in, which took place somewhat gradually, and I found that this was the case, and that the ear could detect that when the hands were geared in, during the space of three-fourths of a second, the note produced by the vibration of the reed was lowered about the sixth of a tone. The supposition that this took place uniformly sufficiently accounted for all the discrepancy, and this gave me two more instrumental constants, viz: the amonnt of retardation on gearing in the hands, aud the time during which that retardation was brought about. With this instrument as well as with the other chronometer I made a large number of experiments upon the time occupied in answering signals of carions linds, such as the emission of points upon paper from behind a sercen, the appearance of induction-sparks from a Ruhmkoff coil, flashes of light thrown upon a screen, sudden changes from one magic-lantern fgure to another, \&e., the general result of which was to confirm the facts already in our possession, and which are due to the researches of Hirsch, Daumbusch, and others. But there was one series of experiments which deserves particular description. I employed a young man about eighteen years of age, who had had no previous experience whatever in observations, to answer asigual consisting of a sharp sound like a rap, the answer being made upon a telegraph-operator's key nicely adjusted. Fire hundred observations were made on every week-day during a month, twenty-four days' observations in all. The results are given in the accompanying table, aud are also shown upon plate No. 27. On this plate the abscisse represent the interval of time between the signal and the answer as indicated on the Hipp chronoscope, the ordinates measure the number of observations, which were sulject to a large amount of error. The curve has, however, not been plotted directly from the observations, but after they have been smoothed off by the addition of adjacent numbers in the table eight times over, so as to diminish the irregularities of the curve. The smoother curve on the figures is a mean curve for every day drawn by eye so as to climinate the irregularities entirely. It was found that after the first two or three days the curre differed very little from that derived from the theory of least squares. It will be noticed that on the first day, when the observer was entirely inexperienced, the observations scattered to such an extent that I have been obliged to draw the curve upon a different scale from that adopted for the other days. It will also be seen that the personal eqnation from the mean amount by which the answer came too late rapidly decreased for the first five days, until it was about one seventh of a second, and that it then gradually increased until the twelfth day, when it amounted to about 0.22 seconds. But while the personal equation was thus first diminishing and afterward increasing, the probable error or range of errors was constantly decreasing after the twelfth day. There was some variation in the personal equation, but not much, but the range of errors continually decreased as long as the observations lasted, and so remarkably that for the twenty-fourth day the probable error does not exceed one eightieth of a second. I think that this clearly demonstrates the valne of such practice in training the nerves for observation, for it can hardly be supposed that the best observer has so small a rauge of error as this, and I would therefore recommend that transit-observers be kept in constant training by means of some observations of an artificial event which can be repeated with rapidity, so that several hundred can be taken daily without great labor, and I do not think that it is essential that these observations should very closely imitate the transit of a star orer wires, inasmuch as it is the general condition of the nerves which it is important to keep in training more than anything peculiar to this or that kind of obserration.

Wetails of the experiments．
FIRSI JAY，JLLY 1 ： 1 gT？

|  |  |  | $\begin{aligned} & \text { 它 } \\ & \text { 至 } \\ & \text { 至 } \\ & \text { 至 } \end{aligned}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 15， | 1 | 34 － | 0 | 389 | 1 | ： 430 | 0 | 4.1 | 1 | 512 | 1 | 52.3 | 0 | 503 | 1 | $6 \% 3$ | $\stackrel{1}{2}$ |
| 240 | 1 | 9 | 1 | 390 | 3 | 1 | $\underset{\sim}{2}$ | 9 | 4 | 3 | 2 | 4 | 1 | 4 | 1 | 4 | 1 |
| 961 | 1 | 350 | 0 | 1 | 2 | 2 | 0 | 3 | 4 | 4 | 9 | 5 | 1 | 5 | 0 | 5 | 1 |
| 93 | 1 | 1 | 0 | 2 | 3 | 3 | 3 | 4 | 9 | ； | 3 | 6 | a | 6 | 0 | 6 | 3 |
| 9 | 1 | \％ | 0 | 3 | 4 | 4 | 9 | 5 | 1 | 18 | $\approx$ | 7 | ： | 7 | 1 | 7 | 1 |
| 312 | 1 | 3 | 1 | 4 | 9 | 5 | 1 | ${ }^{6}$ | $\cdots$ | 7 | 1 | $\therefore$ | 0 | \％ | 0 | 8 | 1 |
| 3 | 0 | 4 | 2 | 5 | 1 | © | 5 | 7 | 1 | r | 0 | 9 | 1 | 9 | 1 | 9 | 0 |
| 4 | 0 | \％ | $\stackrel{\square}{2}$ | ${ }^{6}$ | 4 | 7 | 1 | － | 4 | 4 | $\because$ | 50.0 | 3 | （f） | 1 | 6,40 | 0 |
| 5 | 1 | 6 | 0 | 7 | 2 | d | $\stackrel{\text { a }}{ }$ | ！ | 1 | 59 | 1 | 1 | 1 | 1 | 0 | 1 | 0 |
| 6 | 1 | 7 | 1 | $\cdots$ | 0 | 4 | 0 | 40 | 5 | 1 | 0 | 2 | 1 | $\stackrel{ }{*}$ | a | 2 | 0 |
| 7 | 0 | $\cdots$ | z | 9 | 3 | 4\＃1 | 9 | 1 | $\because$ | 2 | 0 | 3 | 0 | 3 | 1 | 3 | 1 |
| － | 0 | $!$ | 1 | 440 | 1 | J | 3 | 2 | 1 | i | 1 | 4 | 0 | 4 | 0 | 4 | 0 |
| 9 | 0 | 360 | 0 | 1 | 3 | 9 | 1 | 3 | $1)$ | 4 | 0 | ： | 2 | 5 | 0 | 5 | 0 |
| 320 | 0 | 1 | 8 | $\Rightarrow$ | 1 | ： | 1 | 4 | 4 | I | ： | 6 | 0 | ${ }^{6}$ | 1 | Ii | 1 |
| 1 | 2 | 2 | 3 | 3 | 1 | 4 | 1 | $\cdots$ | 2 | 13 | 1 | 7 | 9 | $i$ | 1 | 7 | 0 |
| 2 | 0 | 3 | ＊ | 4 | 3 | 5 | 3 | 17 | $\pm$ | 7 | 1 | － | 1 | \％ | 1 | $\cdots$ | 0 |
| 3 | 1 | 4 | 1 | $\therefore$ | $\square$ | 1 | 3 | 7 | 0 | $\cdots$ | 9 | 9 | 1. | 9 | 1 | 4 | 0 ． |
| 4 | I | 5 | 0 | 6 | $\because$ | T | $\stackrel{7}{4}$ | － | 1 | ！ | 1 | ST0 | 1 | 610 | 0 | 1i： 0 | 0 |
| a | ＊ | ${ }^{6}$ | $\because$ | i | \％ | $\varepsilon$ | \％ | ！ | 6 | 03 | 2 | 1 | 1 | 1 | 1 | 1 | 0 |
| ${ }^{6}$ | 0 | \％ | 3 | ＊ | 3 | $\square$ | 1 | 49 | $\because$ | 1 | $\because$ | $\stackrel{\sim}{\sim}$ | $\because$ | $\geq$ | 0 | $\because$ | 9 |
| 7 | 0 | ＋ | 1 | 9 | 3 | 490 | 1 | 1 | 11 | $\sim$ | 1 | 3 | 0 | 3 | 0 | 3 | 0 |
| s | $1)$ | 4 | 1 | 410 | 8 | 1 | 1 | $\stackrel{4}{\sim}$ | 1 | 3 | $\geq$ | 1 | 1 | 4 | 0 | 4 | 0 |
| 9 | 11 | 350 | 1 | 1 | 3 | 2 | 1 | ； | $\geqslant$ | 4 | 0 | － | 3 | \％ | 0 | 5 | 0 |
| 330 | 0 | 1 | 1 | 3 | 3 | 3 | i | 1 | t | ； | 3 | 6 | 1. | 6 | 1 | 6 | 0 |
| 1 | 0 | 9 | 1 | 3 | 1 | 1 | $\because$ | － | 1 | 1 | 0 | \％ | 1 | 7 | 0 | 7 | 0 |
| $\square$ | 1 | 2 | ${ }^{6}$ | 4 | 4 | － | 3 | ${ }^{1}$ | $\because$ | $i$ | 1 | $\delta$ | 1 | $\cdots$ | 0 | 8 | 0 |
| 3 | 0 | 4 | 1 | 5 | 3 | ${ }^{\text {f }}$ | 3 | 7 | 3 | 8 | 1 | 9 | 9 | 9 | 0 | 1 | 1 |
| 4 | 0 | S | 1 | $t$ | 1 | 7 | 9 | 8 | $\pm$ | 9 | ： | 5in | 1 | $0 \times 0$ | 1 | G60 | 1 |
| 5 | 0 | 6 | 0 | i | 2 | r | 2 | 9 | 2 | 510 | 3 | 1 | $\because$ | 1 | 1 | 1 | 0 |
| 6 | 11 | 7 | 9 | $\cdots$ | $\underline{6}$ | 9 | 1 | 500 | 0 | 1 | 3 | 9 | 0 | $\ddot{\sim}$ | 1 | 2 | 0 |
| 7 | 2 | $\cdots$ | 1 | $!$ | ： | 460 | 3 | 1 | ： | ？ | $t$ | ： | ： | 3 | $\Sigma$ | 3 | 0 |
| Q | 0 | 9 | － 1 | 429 | 2 | 1 | 1 | 2 | 3 | 3 | 1 | ＇ | 2 | 4 | 0 | 4 | 1 |
| 9 | 1 | 300 | 1 | 1 | 1 | 2 | 1 | ： | 5 | 4 | 1 | $\square$ | 0 | 5 | 1 | $6 \times 2$ | 1 |
| 340 | 0 | 1 | ｜ 1 | 9 | 0 | 3 | 3 | 4 | 0 | 5 | 0 | f | 2 | 6 | 1 | 642 | 1 |
| 1 | 0 | 2 | 10 | 3 | 3 | 4 | 1 | 5 | $\stackrel{\square}{2}$ | 6 | 1 | 7 | 1 | 7 | 0 | 732 | 1 |
| 9 | 1 | 3 | 0 | 4 | 2 | 5 | 1 | $1 ;$ | 4 | 7 | 1 | 2 | 0 | 8 | 2 | 748 | 1 |
| 3 | 1 | 4 | 1 | 5 | 4 | 6 | 3 | 7 | i | Y | $\pm$ | 9 | 1 | $!$ | 0 | 76 | 1 |
| 4 | 2 | 5 | 0 | $1:$ | 3 | 7 | 0 | $\stackrel{*}{ }$ | 4 | 3 | $\bigcirc$ | 510 | 1 | 630 | 0 | 900 | 1 |
| 5 | 8 | 6 | 4 | 7 | 0 | － | 4 | 9 | 1 | 580 | 1 | 1 | 9 | 1 | 1 | 919 | 1 |
| 6 | 0 | 7 | 9 | e | 4 | －！ | 4 | 510 | 2 | 1 | 1 | 50 | ${ }^{9}$ | 639 | 2 | $97 \times$ | 1 |
| 347 | 3 | 36 | ＋1 | 429） | ： 9 | 470 | 4 |  | 0 | 52 | $\mathfrak{2}$ |  |  |  |  |  |  |

Details of the experiments.-Continued.
SECOND DAY, JULY 5, 187 m

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 97 | 1 | $17 \%$ | 3 | 203 | 3 | 230 | 8 | 27 | 3 | 283 | 1 | $30 \%$ | 1 | 33.7 | 0 | 361 | 1 |
| 109 | 1 | 7 | 1 | 4 | 4 | 1 | 10 | E | 7 | 4 | 5 | 310 | 0 | 6 | 1 | $\pm$ | 0 |
| 119 | 1 | 8 | 1 | 5 | 3 | \% | ${ }^{\text {a }}$ | 9 | 9 | 5 | 0 | 1 | 0 | 7 | 0 | : | 1 |
| 124 | 1 | 9 | $\stackrel{\square}{\square}$ | 6 | 1 | 3 | 5 | 960 | 3 | 1 | 1 | \% | 0 | 8 | 0 | 4 | 0 |
| 127 | 1 | 180 | $\stackrel{\square}{\square}$ | 7 | 4 | 4 | 1 | 1 | $\stackrel{9}{9}$ | 7 | 0 | 3 | - | 9 | 1 | 5 | 0 |
| 19 | 1 | 1 | 9 | 8 | 4 | 5 | 5 | 2 | 3 | 8 | 4 | 4 | $\underline{2}$ | 340 | 0 | 6 | 2 |
| 134 | 1 | 2 | 1 | 9 | 3 | 6 | 3 | 3 | 6 | 9 | 0 | 6 | 0 | 1 | 0 | 7 | 0 |
| 13 i | 1 | : 3 | 1 | 210 | 3 | 7 | 7 | 4 | 5 | 290 | 1 | 6 | 9 | \% | 0 | \% | 0 |
| 139 | 1 | 4 | 0 | 1 | 0 | 8 | 7 | 5 | 1 | 1 | 9 | 7 | 1 | 3 | 0 | 9 | 1 |
| 140 | 1 | 5 | 2 | 9 | 4 | 9 | 7 | i | 3 | 9 | 1 | r | 3 | 4 | 1 | 370 | 0 |
| $14+$ | 1 | $1 ;$ | 0 | 3 | 5 | 240 | ( | 7 | $\bigcirc$ | 3 | 1 | 9 | 1 | 5 | 0 | 1. | 0 |
| 153 | 1 | 7 | 1 | 4 | 4 | 1 | 1 | H | * | 4 | 1 | 320 | 0 | 6 | $\Omega$ | $\pm$ | 0 |
| 1.4 | 1 | 8 | 2 | $\square$ | 4 | 2 | 2 | 0 | 1 | - | 0 | 1 | 0 | 7 | 0 | 3 | 0 |
| 15.5 | 1 | 9 | 0 | $\boldsymbol{f}$ | 7 | 3 | 3 | 930 | 3 | fi | 4 | 2 | 1 | $\underline{ }$ | 0 | 4 | 0 |
| 159 | 1 | 190 | 1 | 7 | 4 | 4 | 6 | 1 | 3 | 7 | 4 | 3 | 0 | 9 | 0 | 5 | 0 |
| 164 | 1 | 1 | $\pm$ | ' | 8 | - | 4 | : | 3 | - | 1 | 4 | 0 | 350 | 1 | 6 | 0 |
| \% | 1 | 2 | 4 | 4 | 2 | 6 | 7 | 3 | 1 | $\bigcirc$ | 3 | 5 | 0 | 1 | 0 | 7 | 0 |
| 6 | 0 | 3 | $\underline{\square}$ | 220 | 7 | 7 | 3 | 4 | 1 | 309 | \% | 1 | 1 | $\because$ | 3 | * | 0 |
| 7 | 1 | 4 | 1 | 1 | 7 | $\stackrel{\beta}{ }$ | 4 | 5 | 0 | 1 | 1 | 7 | 1 | 3 | 1 | 9 | 1 |
| 8 | 1 | ; | 4 | 9 | 3 | $!$ | 2 | 0 | 2 | 2 | 3 | 8 | 0 | 4 | 0 | 3 co | 0 |
| 9 | 0 | i) | 1 | 3 | \% | 250 | 5 | 7 | 9 | 3 | 0 | $!$ | 0 | 5 | 1 | 1 | 1 |
| 176 | 1 | 7 | 4 | 4 | (i) | 1 | 1 | r | \% | 4 | 1 | 330 | 0 | 6 | 0 | : | 0 |
| 1 | 0 | $\checkmark$ | 3 | t, | 3 | 8 | 7 | 9 | 5 | 5 | 2 | 1 | 0 | T | 0 | 3 | 1 |
| 2 | 2 | 9 | : | 0 | 4 | 3 | 5 | 2 E | 8 | 6 | 1 | 2 | 0 | R | 0 | 4 | i |
| 3 | ${ }^{3}$ | 5104 | 9 | \% | 9 | 4 | 5 | 1 | 1 | 7 | $\underline{1}$ | 3 | 0 | 9 | 1 | \% | 1 |
| 4 | 0 | 1 | 6 | * | 9 | 5 | 6 | $2 \times 3$ | 1 | $34 \%$ | 3 | 3:3 | 0 | 3 FO | 0 | 30 | 1 |
| 17\% | c | 205 | 7 | 209 | 9 | 25 | 3 |  |  |  |  |  |  |  | ! |  |  |

THIRD DAY, JCIF 6, FTE


Details of the experiments－Coutiuued．
Follith day，JULy e 18 ga

|  |  | $\stackrel{\rightharpoonup}{6}$昆要 E E E |  |  |  | $\begin{aligned} & \text { Thousandths of } \\ & \text { a seconh. } \end{aligned}$ |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 65 | 1 | 1.18 | 1 | 100 | $!$ | 190 | 6 | 211 | 10 | 231 | 3 | 21 | 1 | ¢11 | $\stackrel{\square}{2}$ | 441 | 0 |
| 97 | 1 | 9 | 1 | 150 | 1 | 1. | $!$ | $\approx$ | © | $\because$ | \％ | 9 | 2 | 2 | 1 | 2 | 0 |
| 111 | 2 | 150 | 0 | 1 | 7 | 2 | 9 | 3 | ！ | 3 | 3 | ： | $\because$ | 3 | $\because$ | 3 | 1 |
| 126 | 1 | 1 | 1 | $\because$ | ； | 3 | 4 | 4 | 8 | 1 | 3 | 4 | 1 ： | 4 | 0 | 1 | 1 |
| 131 | 1 | 2 | $\because$ | 3 | 4 | 1 | 7 | 5 | 1. | $\therefore$ | 3 | ： | 1 | \％ | 0 | \％ | 0 |
| $\stackrel{2}{2}$ | 0 | 3 | 2 | 1 | ， | ， | 9 | ${ }^{6}$ | 1 | ${ }^{6}$ | ： | i | $\because$ | 4 | 0 | 1 | 0 |
| 3 | 0 | 4 | 1 | 5 | 3 | 15 | 5 | 7 | f | 7 | 9 | 7 | 0 | 7 | 1 | 8 | 2 |
| 1 | 1 | 5 | 9 | 1 | 6 | 7 | ¢ | － | 1 | $z$ | 3 | $\stackrel{\square}{+}$ | 0 | － | ${ }^{1}$ | $\varepsilon$ | 0 |
| 6 | 1 | 6 | 0 | ＇ | 10 | d | 5 | 9 | i | 9 | $\because$ | 9 | 2 | 4 | 1 | $\square$ | 2 |
| $t$ | 0 | 7 | 3 | － | 4 | 9 | 5 | 2291 | 5 | 240 | 3 | $2{ }^{2}$ | 1 | 2－4 | $1)$ | 311 | 1 |
| 7 | 0 | $*$ | 0 | 9 | 1 | 80 | 10 | 1 | F | 1 | 1 | 1 | $\because$ | 1 | ） | 319 | 1 |
| 8 | 1 | 9 | 6 | 14 | ： | $t$ | 12 | \％ | ¢ | $\pm$ | 1 | $\because$ | 0 | $\because$ | U | 333 | 1 |
| 9 | 0 | 160 | $\stackrel{\square}{2}$ | 1 | 1 | 2 | $\varepsilon$ | 3 | 4 | 3 | 1 | 3 | 4 | 3 | 1 | Sis | 1 |
| 140 | 0 | 1 | 3 | 2 | $\stackrel{ }{s}$ | 3 | 6 | 4 | e | 4 | 1 | 4 | is | 1 | 0 | 313 | 1 |
| 1 | 1 | $:$ | 2 | 3 | 13 | 1 | 10 | \％ | 3 | 5 | 0 | 6 | 0 | 5） | 1 | 317 | 1 |
| $\pm$ | 0 | 3 | 1 | 4 | 10 | ： | ； | i | 4 | 1 | 1 | ${ }^{6}$ | ${ }^{\prime}$ | 4 | 0 | 352 | 1 |
| 3 | 1. | 4 | 3 | ： | b | 13 | 4 | 7 | 3 | $\%$ | 3 | 7 | 1 | I | 1 | $35 \%$ | 1 |
| 4 | 1 | $\%$ | $\ddot{z}$ | 1 | 4 | \％ | 3 | $r$ | 3 | ＊ | 0 | Q | 1 | $\beta$ | 1 | $34 \%$ | 1 |
| 5 | 0 | ${ }^{6}$ | 3 | 7 | 3 | E | 6 | 9 | $\therefore$ | 0 | 1 | 9 | 0 | 9 | 0 | 381 | 1 |
| 6 | 1 | 7 | 3 | 4 | f | 4 | 0 | 234 | 4 | 280 | － 0 | 20 | 0 | 230 | 0 | 21 | 1 |
| 14i | 1 | 19.3 | $\ddot{\sim}$ | 10 | ${ }^{1}$ | $\because 10$ | ri |  |  |  | ！ |  |  |  |  |  |  |



| 62 | 1 | $8 *$ | 0 | 101 | 7 | 120 | 3 | 13！ | \％ | 150 | $\pm$ | 173 | 6 | 191\％ | 1 | 91\％ | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 0 | 3 | 1. | $\stackrel{\square}{\sim}$ | ： | 1 | 3 | 141 | 7 | 9 | 8 | Q | ： | 7 | 0 | 6 | 1 |
| 4 | 0 | 4 | 0 | 3 | ¢ | $\because$ | 1 | 1 | $\square$ | $16 \%$ | 6 | 9 | $1{ }^{\text {d }}$ | ¢ | 1 | 7 | 0 |
| 5 | ¢ | 5 | 0 | 1 | 3 | $\because$ | 5 | 2 | t | 1 | 9 | 1：0 | is | 1 | 0 | － | 1 |
| 6 | 0 | 6 | 2 | \％ | 4 | 1 | 1 | 3 | $\therefore$ | 2 | 7 | 1 | 3 | 280 | 1 | 9 | 0 |
| 7 | 1 | ＇i | 0 | ${ }^{6}$ | 0 | 5 | 4 | 1 | 11 | 3 | 3 | 2 | \％ | 1 | 0 | 200 | 1 |
| 8 | 1 | 8 | 0 | 7 | 1 | $1{ }^{1}$ | 2 | 5 | 4 | 4 | 4 | 3 | 3 | $\pm$ | 1 | 1 | 0 |
| 9 | 0 | 3 | 0 | 8 | 3 | 7 | 4 | 6 | 8 | G | 3 | 4 | $\square$ | ； | ： | ： | 0 |
| 70 | 0 | 90 | $\mathfrak{L}$ | 9 | 2 | － | 4 | 7 | 0 | 6 | 3 | \％ | ： | $t$ | $\pm$ | ${ }^{3}$ | 0 |
| 1 | 0 | 1 | 1 | 110 | 3 | 9 | 1 | ¢ | 4 | 7 | 3 | 6 | 4 | ： | 0 | 4 | 0 |
| 2 | 1 | 2 | 3 | 1 | $\stackrel{1}{2}$ | 130 | 6 | 0 | 3 | $\varepsilon$ | 1 | 7 | 1 | 6 | 0 | 5 | 1 |
| 3 | 1 | 3 | 3 | $\approx$ | ： | 1 | $(i$ | 150 | ： | 9 | シ | $\varepsilon$ | 3 | 7 | 1 | 3 | 1 |
| 4 | 1 | 4 | 0 | 3 | 0 | $\pm$ | 5 | 1 | 4 | 170 | 7 | 9 | 2 | $\checkmark$ | 2 | 947 | 1 |
| 5 | 0 | 5 | 3 | 4 | 3 | 3 | 4 | 9 | 5 | 1 | $G$ | 110 | 2 | 1 | 2 | Qte | 1 |
| 6 | 1 | 0 | 2 | 5 | 4 | 1 | 7 | 3 | 8 | 2 | 5 | 1 | 1 | 210 | \％ | ？ | 1 |
| 7 | $\pm$ | 7 | 2 | 6 | 6 | 5 | 7 | 4 | 1 | 3 | 8 | 9 | 4 | 1 | $\mathfrak{3}$ | 20 | 1 |
| 8 | 2 | 8 | 0 | 7 | 4 | 6 | 8 | 5 | 7 | 4 | 6 | 3 | 3 | $\underset{\sim}{2}$ | 3 | 20 | 1 |
| 0 | 1 | 9 | 0 | 6 | 4 | 7 | － 6 | 6 | 10 | 5 | 3 | 4 | 1 | 3 | 0 | 985 | 1 |
| 80 | 9 | 100 | 3 | 119 | 1 | 113 | ！ | 1.7 | 5 | 176 | 3 | 105 | 1 | $\because 11$ | 0 | 310 | 1 |
| N1 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Details of the experiments-Continued.
SIXTH DAY, JULY 10, 1872.


Details of the experiments-Continued.
EIGITHI DAT, TELT 16, 18,

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 61 | 1 | 133 | 0 | 151 | $\underline{2}$ | 169 | 5 | 187 | 9 | 904 | 9 | 221 | 5 | 238 | 1 | 255 | 1 |
| 85 | 1 | 4 | 0 | $\dot{\mathfrak{z}}$ | 2 | 170 | 7 | 8 | 10 | 5 | 10 | 2 | 7 | 9 | 1 | 6 | 0 |
| 105 | 1 | 5 | 0 | 3 | 1 | 1 | 3 | 9 | 3 | 6 | 3 | 3 | 2 | 240 | 0 | 7 | 1 |
| 111 | 1 | 6 | 0 | 4 | 4 ; | 2 | 3 | 190 | 11 | 7 | $\varepsilon$ | 4 | 1 | 1 | 2 | 8 | 0 |
| 119 | 1 | 7 | 2 | 5 | 5 | 3 | 5 | 1 | 6 | 8 | 5 | 5 | 4 | 1 | 1 | $\theta$ | 0 |
| 120 | 0 | 8 | 2 | 6 | 3 | 4 | 7 | 2 | 8 | 9 | 5 | 6 | 1 | 3 | 1. | 960 | 1 |
| 1 | 0 | 9 | 1 | 7 | 2 | 5 | 4 | 3 | 11 | 210 | 4 | 7 | 2 | 4 | 1 | 1 | 0 |
| 2 | 1 | 140 | 0 | 8 | 4 | 6 | 4 | 4 | 8 | 1 | 3 | $\varepsilon$ | 3 | b | 0 | 2 | 1 |
| 3 | 1 | 1 | 0 | 9 | 1 | 7 | 8 | 5 | 8 | 2 | 10 | 9 | 7 | 6 | 0 | 3 | 0 |
| 4 | 0 | 2 | 0 | 160 | 3 | 8 | 3 | 6 | 8 | 3 | 7 | 234 | 4 | 7 | 1 | 4 | 1 |
| 5 | 0 | 3 | 3 | 1 | 2 | 9 | 5 | 7 | 7 | 4 | 9 | 1 | 2 | $\varepsilon$ | 0 | 5 | 1 |
| 6 | 1 | 4 | 1 | 2 | 2 | 180 | 6 | 8 | 8 | 5 | 3 | 2 | 3 | 9 | 0 | 27 | 1 |
| 7 | 0 | 5 | 0 | 3 | 4 | 1 | 9 | 9 | 8 | 6 | 3 | 3 | 1 | 950 | 0 | 4-6 | 2 |
| 8 | 0 | 6 | 4 | 4 | 0 | 2 | 5 | 800 | 6 | \% | 6 | 4 | 1 | 1 | 1 | 312 | 1 |
| 9 | 0 | 7 | 2 | 5 | 3 | 3 | 9 | 1 | 4 | 8 | 5 | 5 | 3 | 9 | 0 | 318 | 1 |
| 130 | 0 | 8 | 2 | 6 | 4 | 4 | 10 | 2 | 13 | 9 | 9 | 6 | 0 | 3 | 9 | 335 | 1. |
| 1 | 1 | 9 | 9 | 7 | 4 | 5 | 4 | 203 | 7 | 220 | 10 | 937 | 1 | 254 | 0 | 360 | 1 |
| 132 | 1 | 150 | 1 | 168 | 3 | 136 | 11 |  |  |  |  |  |  |  |  |  |  |

ninth dat, JULy 17, 1872.

| 71 | 1 | 136 | 1 | 154 | 4 | 172 | \% | 189 | 6 | 206 | 9 | 223 | 2 | 240 | 1 | 25 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 77 | 1 | 7 | 0 | 5 | 3 | 3 | 6 | 190 | 9 | 7 | 3 | 4 | 4 | 1 | 0 | 8 | 1 |
| 88 | 1 | 8 | 1 | 6 | 1 | 4 | 5 | 1 | 6 | 8 | 6 | 5 | 5 | 9 | 0 | 9 | 0 |
| 106 | 1 | 9 | 2 | 7 | 3 | 5 | 8 | 2 | 5 | 9 | 8 | 6 | 0 | 3 | 0 | 260 | 0 |
| 114 | 1 | 1.10 | 1 | 8 | 3 | 6 | 0 | 3 | 8 | 210 | 5 | 7 | 5 | 4 | $\stackrel{2}{2}$ | 1 | 1 |
| 115 | 1 | 1. | 1 | 9 | 2 | 7 | 0 | 4 | 6 | 1 | Q | 8 | 1 | 5 | 0 | 2 | 0 |
| 124 | 1 | 2 | 1 | 160 | 1 | 8 | 4 | 5 | 10 | 2 | 6 | 9 | 4 | 6 | 4 | 3 | 0 |
| 5 | 0 | 3 | 3 | 1 | 2 | 9 | 7 | $G$ | 7 | 3 | 7 | 230 | 2 | 7 | 1 | 4 | 1 |
| 6 | 0 | 4 | 0 | 2 | 2 | 180 | ${ }_{2}$ | 7 | 6 | 4 | 5 | 1 | 0 | E | 0 | 27 | 1 |
| 7 | 1 | 5 | 1 | 3 | 1 | 1 | 8 | 8 | 14 | 5 | 6 | 2 | 3 | 9 | 1 | 291 | 2 |
| 8 | 0 | 6 | 3 | 4 | 5 | 2 | 7 | 9 | 7 | 6 | 6 | 3 | 4 | 250 | 2 | 246 | 1 |
| 9 | 2 | 7 | 2 | 5 | 4 | 3 | 5 | 200 | 8 | 7 | 4 | 4 | $\underline{1}$ | 1 | 0 | 301 | 2 |
| 130 | 0 | 8 | 0 | 6 | 5 | 4 | 8 | 1 | 10 | 8 | 7 | 5 | 1 | 2 | 0 | 30:2 | 1 |
| 1 | 0. | 0 | 2 | 7 | 2 | 5 | 5 | 2 | 6 | 9 | 3 | 6 | 2 | 3 | 1 | 307 | 1 |
| 2 | 2 | 150 | 2 | $B$ | 2 | 6 | 8 | 3 | 3 | 220 | 8 | 7 | 2 | 4 | 1 | 347 | 1 |
| 3 | 0 | 1 | 2 | 9 | 5 | 7 | 6 | 4 | 8 | 1 | 3 | 8 | 3 | $\checkmark$ | 1 | 368 | 1 |
| 4 | 2 | 2 | 1 | 170 | 8 | 188 | 11 | 205 | 0 | 242 | 5 | 939 | 4 | 250 | 0 | 505 | 1 |
| 135 | 1 | 153 | 2 | 171 | 2 |  |  |  |  |  |  |  |  |  |  |  |  |

H. Ex. 112——28

Details of the experiments-Continued.
TENTH DAY, JULY 18,1872

|  |  | 5 <br>  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 81 | 1 | 168 | 0 | 183 | 5 | 200 | 5 | 217 | 7 | 934 | 4 | 2.1 | 6 | 268 | 0 | 285 | 1 |
| 122 | 1 | 6 | 2 | 4 | 1 | 1 | 4 | 8 | 10 | 5 | 2 | 2 | 2 | 9 | 0 | 6 | 0 |
| 130 | 1 | 7 | 2 | 5 | 6 | 2 | 5 | 9 | 9 | 6 | 9 | 3 | 4 | 270 | 0 | 7 | 0 |
| 150 | 1 | 8 | 0 | 6 | 4 | 3 | 6 | 220 | 10 | 7 | 6 | 4 | 2 | 1 | 0 | $\varepsilon$ | 1 |
| 1 | 1 | 9 | 1 | 7 | 5 | 4 | 5 | 1 | 9 | 8 | 4 | 5 | 5 | 2 | 2 | 9 | 0 |
| 2 | 0 | 170 | $\underline{1}$ | 2 | 4 | 5 | 7 | 9 | 5 | 9 | 9 | 6 | $\pm$ | 3 | 0 | 290 | 0 |
| 3 | 0 | 1 | 3 | 9 | 5 | 9 | 7 | 3 | 4 | 940 | 4 | 7 | 1 | 4 | 1 | 1 | 0 |
| 4 | 0 | 2 | 3 | 190 | 3 | 7 | 10 | 4 | 11 | 1 | 4 | $\varepsilon$ | 2 | 5 | 1 | 9 | 0 |
| - | 0 | ; | 1 | 1 | 4 | ¢ | 13 | 5 | 4 | 2 | 1 | 9 | 1 | 6 | 0 | 3 | 0 |
| 6 | 1 | 4 | 1 | 2 | 3 | 9 | 6 | 6 | 9 | 3 | c | 260 | 2 | 7 | 0 | 4 | 1 |
| 7 | 1 | 5 | 2 | 3 | 7 | 210 | 11 | 7 | 8 | 4 | 7 | 1 | 2 | 8 | 0 | 5 | 0 |
| 8 | 0 | 6 | 1 | 4 | 1 | 1 | 8 | 8 | 10 | 5 | 0 | 2 | 9 | 9 | 0 | 0 | 0 |
| 9 | 1 | \% | 1 | $\overline{7}$ | 9 | a | 11 | 9 | 5 | 6 | 2 | 3 | 0 | 280 | 0 | 7 | 0 |
| 160 | 0 | 0 | 5 | 6 | 7 | 3 | 5 | 230 | 8 | 7 | 3 | 4 | 1 | 1 | 1 | 8 | 0 |
| 1 | 1 | 9 | 8 | 7 | 6 | 4 | 8 | 1. | 9 | 8 | 2 | 5 | 3 | 2 | 0 | 9 | 1 |
| 2 | 2 | 180 | 2 | e | 2 | 5 | 10 | 2 | 7 | 9 | 2 | 6 | 0 | 3 | 0 | 302 | 1 |
| 3 | - 1 | 1 | 4 | 194 | 8 | 216 | 4 | 233 | 1 | 250 | 8 | 9207 | 1 | 9 c 4 | 0 | 446 | 1 |
| 164 | 3 | 182 | 5 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

ELEVENTH DAY, JULT 19, 18\%2.

| 68 | 1 | 158 | 1 | 178 | 1 | 198 | 7 | 218 | 11. | 238 | 8 | 298 | 1 | 278 | 2 | 298 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 114 | 1 | 0 | 3 | 9 | 0 | 9 | Q | 9 | 5 | 9 | 5 | 9 | 1 | 9 | 0 | 9 | 0 |
| 135 | 1 | 166 | 1 | 180 | 3 | 200 | 7 | 290 | 10 | 240 | 2 | 290 | 3 | 280 | 0 | 300 | 1 |
| 141 | 2 | 1 | 1 | 1 | 1 | 1 | 9 | 1 | 7 | 1 | 7 | 1 | 1 | 1 | 1 | 1 | 0 |
| $\stackrel{1}{2}$ | 2 | 2 | 3 | 2 | 4 | $\underset{\sim}{2}$ | 5 | 9 | 3 | $\geq$ | 5 | 2 | 2 | 2 | 0 | 2 | 0 |
| 3 | 0 | 6 | 1 | 3 | 2 | 3 | 4 | 3 | 3 | 3 | 3 | 3 | 0 | 3 | 0 | 3 | 1 |
| 4 | J | 4 | 0 | 4 | 2 | 4 | 7 | 4 | 9 | 4 | 1 | 4 | 1 | 4 | 0 | 4 | 0 |
| 5 | 1 | 5 | 1 | 5 | $\underline{9}$ | 5 | 4 | 5 | 11 | 5 | 6 | 5 | 1 | 5 | 0 | 5 | 1 |
| 6 | 1 | 6 | 3 | 0 | 3 | 6 | 5 | 6 | 9 | 6 | 2 | 6 | 2 | 6 | 0 | 6 | 0 |
| 7 | 0 | 7 | 0 | 7 | 6 | 7 | 9 | 7 | 8 | 7 | 3 | 7 | 0 | 7 | 1 | 7 | 1 |
| 8 | 0 | 8 | 2 | 8 | 3 | $\varepsilon$ | 6 | 8 | 4 | 8 | 3 | 8 | 1 | 8 | 0 | 8 | 0 |
| 5 | 1 | 9 | 3 | 9 | 5 | 9 | 7 | 9 | 2 | 9 | 6 | 9 | 0 | 9 | 0 | 9 | 0 |
| 150 | 0 | 170 | 0 | 190 | 3 | 210 | 12 | 230 | 5 | 250 | 4 | 270 | 2 | 290 | 0 | 310 | 0 |
| 1 | 1 | 1 | 2 | 1 | 5 | 1 | 12 | 1 | 3 | 1. | 5 | 1 | 1 | 1 | 0 | 1 | 0 |
| 2 | 0 | 2 | 0 | $\mathfrak{2}$ | 12 | 2 | 5 | 2 | 7 | 2 | 2 | 2 | 0 | 2 | 3 | 2 | 3 |
| 3 | 0 | 3 | 0 | 3 | 9 | 3 | 5 | 3 | 4 | 3 | 2 | 3 | 1 | 3 | 1 | 360 | 1 |
| 4 | 2 | 4 | 2 | 4 | 10 | 4 | 7 | 1 | 5 | 4 | 9 | 4 | 3 | 4 | 0 | 379 | 1 |
| 5 | 2 | 5 | 2 | 5 | 10 | 5 | 5 | 5 | 4 | 5 | 2 | 5 | 1 | 5 | 0 | 400 | 1 |
| 6 | 2 | 6 | 3 | 6 | 5 | 6 | 7 | 6 | 4 | c | 0 | 6 | 0 | 6 | 0 | 437 | 1 |
| 157 | 0 | 177 | 3 | $19 \%$ | 4 | 917 | 5 | 237 | 3 | 257 | 4 | 277 | 1 | 297 | 0 | 491 | 1 |

Details of the experiments-Continued.
thelfit day, JULy $20,1872$.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 95 | 1 | 175 | 1 | 193 | 2 | 211 | 1 | 29 | 6 | 24 | 3 | 2tir | 5 | 282 | 0 | 29 | 0 |
| 109 | 1 | 6 | 0 | 4 | 2 | 2 | $\stackrel{3}{9}$ | 230 | 8 | 8 | 1 | 6 | 3 | 3 | 2 | 300 | 1 |
| 126 | 1 | 7 | 0 | 5 | 0 | 3 | 6 | 1 | 4 | 9 | 2 | 7 | 5 | 4 | 3 | 1 | 0 |
| 141 | 1 | 8 | 0 | $f$ | 5 | 4 | 5 | 2 | 3 | 20 | 2 | $\varepsilon$ | 1 | ; | 0 | 2 | 0 |
| 157 | 1 | 9 | 1 | \% | 0 | 5 | 5 | 3 | 9 | 1 | 7 | 9 | 4 | G | 1 | 3 | 0 |
| 162 | 1 | 180 | 0 | 8 | 4 | 6 | 7 | 4 | ${ }^{6}$ | : | 3 | 25 | 4 | 7 | 0 | 4 | 1 |
| 3 | 0 | 1 | 1 | 9 | 1 | 7 | 5 | 5 | 6 | 3 | 3 | 1 | $\because$ | ¢ | 0 | 5 | 1 |
| 4 | 1 | 2 | 1 | 200 | 3 | 8 | 8 | 6 | 5 | 4 | 3 | 2 | 1 | 9 | $\pm$ | 314 | 1 |
| 5 | 0 | 3 | 0 | 1 | 2 | 9 | 6 | 7 | 4 | 5 | 5 | 3 | 1 | 29 | 0 | 316 | 1 |
| 6 | c | 4 | 0 | 2 | 2 | 200 | 12 | 8 | 4 | 6 | 6 | 4 | 3 | 1 | 0 | 318 | 1 |
| 7 | 0 | 5 | 0 | 3 | 1 | 1 | 8 | 9 | ${ }^{6}$ | 7 | 5 | 5 | 1 | 2 | 1 | $3 \geqslant 2$ | i |
| 8 | 0 | ${ }_{6}$ | 0 | 4 | 1 | 2 | 11 | 24) | 11 | \% | 1 | 6 | 1 | 3 | 0 | 329 | 1 |
| 9 | 0 | 7 | 1 | 5 | 2 | 3 | 4 | f | 4 | 9 | 3 | 7 | 1 | 4 | 9 | 34 | 1 |
| 170 | 1 | 8 | 0 | 6 | 4 | 4 | 4 | 2 | 7 | 260 | 2 | 8 | 0 | 5 | 0 | 369 | 1 |
| 1 | 0 | 9 | 0 | 7 | 5 | 5 | 6 | 3 | ${ }^{6}$ | 1 | 4 | 9 | 1 | ${ }_{6}$ | 1 | :7 | 1 |
| 2 | 2 | 190 | 0 | 8 | 3 | 6 | 5 | 4 | 5 | 2 | 3 | $2 \times 0$ | 0 | 7 | 1 | 360 | 1 |
| 3 | 1 | 1 | 3 | 9 | 4 | 7 | 5 | 5 | 5 | 3 | 1 | $2-1$ | 3 | 29 | 1 | 391 | 1 |
| 174 | 0 | 192 | 0 | 210 |  | 23 | 13 | 246 | 6 | Wht | 1 |  |  |  |  |  |  |

THIRTEENTH NAY, JULY $29,18 \%$


Details of the experiments-Continued.
FOURTEENTH DAY, JULY 23, 187 .

|  | $\begin{aligned} & \text { Number of ob- } \\ & \text { servations. } \end{aligned}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 63 | 1 | 180 | 0 | 203 | 4 | 221 | 6 | 239 | 13 | 256 | 12 | 273 | 2 | 90 | $\boldsymbol{2}$ | 367 | 0 |
| 103 | 1 | 6 | 0 | 4 | 2 | 2 | 9 | 240 | 6 | 7 | 1 | 4 | 0 | 1 | 0 | 8 |  |
| 11.9 | 1 | 7 | 4 | 5 | 3 | 3 | 5 | 1 | 10 | 8 | 6. | 5 | 3 | 2 | 0 | 9 |  |
| 13:2 | 1 | 8 | 2 | 6 | 5 | 4 | 10 | 2 | 9 | 9 | 2 | 6 | 0 | 3 | 0 | 310 | 0 |
| 1.75 | 1 | 9 | 2 | 7 | 2 | 5 | 9 | 3 | 11 | 260 | 6 | 7 | 0 | 4 | 0 | 1 |  |
| 15 | 1 | 190 | 0 | 8 | 1 | 6 | 6 | 4 | 8 | 1 | 6 | $\varepsilon$ | 2 | 5 | 0 | 2 |  |
| 160 | 1 | 1 | 3 | 9 | 8 | 7 | 0 | 5 | 9 | 2 | 2 | 9 | 1 | 6 | 0 | 3 |  |
| 174 | 1 | 2 | 1 | 210 | $\square$ | 8 | 11 | 0 | 11 | 3 | 5 | 980 | 1 | 7 | 1 | 4 | 0 |
| 5 | 0 | 3 | 1 | 1 | 8 | 9 | 14 | 7 | \% | 4 | 3 | 1 | 1 | 8 | 0 | 5 | 0 |
| 6 | 0 | 4 | 0 | 2 | 1 | 230 | 10 | 8 | 8 | 5 | 1 | 2 | 1 | 9 | 0 | 6 | 0 |
| 7 | 0 | 5 | $\approx$ | 3 | 5 | 1 | 11 | 9 | 3 | 6 | 4 | 3 | 1 | 300 | 0 | 7 | 2 |
| 8 | 0 | 6 | 4 | 4 | 4 | 2 | 5 | 230 | 5 | 7 | 2 | 4 | 0 | 1 | 0 | 8 | 0 |
| 9 | 1 | 7 | 3 | 5 | 3 | 3 | $\varepsilon$ | 1 | $\because$ | s | 1 | 5 | 0 | 2 | 0 | 9 | 1 |
| 180 | 1 | 8 | $\geq$ | ${ }^{6}$ | $\because$ | 4 | 6 | 2 | 9 | 9 | 0 | 6 | 1 | 3 | 0 | 359 | 1 |
| 1 | 1 | 9 | 1 | 7 | 4 | 5 | 9 | 3 | 9 | 270 |  | 7 | 0 | 4 | 1 | 470 | 1 |
| 2 | 0 | 20 | 4 | 8 | 7 | 6 | $\varepsilon$ | 4 | 8 | 1 | 3 | 8 | 作 | 5 | 1 | 693 | 1 |
| 3 | 0 | 1 | 4 | 9 | 3 | 7 | 11 | 255 | 7 | 272 |  | 28. | 1 | 30 i | 2 | 705 | 1 |
| 184 | 3 | 20: | 1 | 220 | 4 | 235 | 12 |  |  |  |  |  |  |  |  |  |  |

fifteenth day, tuly 24, 1 ate.

| 73 | 1 | $17 \%$ | 0 | 19\% | 2 | 213 | 4 | 231 | 5 | 249 | 4 | 607 | 1 | 285 | 1. | 302 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 105 | 1 | 8 | 0 | 6 | 1 | 4 | 9 | 2 | 11 | 250 | 7 | 8 | 7 | 6 | 0 | 3 | 0 |
| 110 | 1 | 9 | ] | 7 | 1 | 5 | 8 | 3 | 8 | 1 | 4 | 9 | 1 | 7 | 1 | 4 | 0 |
| 112 | 1 | 180 | 0 | 8 | 3 | 6 | 4 | 4 | 8 | 2 | $f$ | 970 | 4 | 8 | 2 | 5 | 0 |
| 140 | 1 | 1 | 0 | 9 | 1 | 7 | 8 | 5 | 9 | 3 | 3 | 1 | 3 | 9 | 1 | 6 | 0 |
| 148 | 1 | 2 | 0 | 200 | 0 | 8 | 7 | 6 | 15 | 4 | 4 | 2 | 4 | 990 | 1 | 7 | 0 |
| 158 | 1 | 3 | 0 | 1 | 1 | 9 | 9 | 7 | 7 | 5 | 7 | 3 | 1 | 1 | 0 | $\varepsilon$ | 0 |
| 166 | 1 | 4 | 1 | 9 | 4 | 220 | 5 | 8 | 12 | 6 | $\checkmark$ | 4 | 1 | 2 | 1 | 9 | 2 |
| 7 | 0 | 5 | 0 | 3 | 1 | 1 | 5 | 9 | 10 | 7 | 6 | 5 | 2 | 3 | 1 | 310 | 1 |
| 8 | 1 | 6 | 1 | 4 | 2 | 2 | 10 | 240 | 15 | 8 | 3 | 6 | 1 | 4 | 0 | 1 | 1 |
| 9 | 1 | 7 | 3 | 5 | 2 | 3 | 12 | 1 | 9 | 9 | 1 | 7 | 1 | 5 | 2 | 2 | 0 |
| 170 | 0 | 8 | 0 | 6 | 1 | 4 | 7 | 2 | 8 | 260 | 2 | 8 | 1 | 6 | 1 | 3 | 0 |
| 1 | 0 | 9 | 0 | 7 | 0 | 5 | 6 | 3 | 14 | 1 | 3 | 9 | 3 | 7 | 0 | 4 | 0 |
| 2 | 0 | 190 | 0 | 8 | 5 | 6 | 7 | 4 | 4 | 2 | 8 | 280 | 1 | 8 | 0 | 5 | 1 |
| 3 | 0 | 1. | 0 | 9 | 4 | 7 | 8 | 5 | 4 | 3 | 3 | 1 | - 0 | 9 | 0 | 406 | 1 |
| 4 | 2 | 2 | 2 | 210 | 6 | 8 | 11 | 6 | 7 | 4 | 1 | 2 | 1 | 300 | 0 | 443 | 1 |
| 5 | 1 | 3 | 4 | 1 | 5 | 9 | 8 | 7 | 7 | 5 | 1 | 3 | 0 | 301 | 0 | 467 | 2 |
| 176 | 0 |  | 1 | 212 | 5 | 230 | 12 | 248 | 8 | 266 | 2 | 284 | 1 |  |  |  |  |

Details of the experiments-Continued.
SIXTEENTH DAY, JULY $25,1872$.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 67 | 1 | 170 | $\underline{\square}$ | $1 \pm 6$ | 0 | 302 | 2 | 218 | 6 | 234 | $\varepsilon$ | 250 | 6 | 266 | 4 | 282 | 2 |
| 86 | 1 | 1 | 1 | 7 | 3 | 3 | 1 | 9 | 8 | 5 | 10 | 1 | 10 | 7 | 5 | 3 | 0 |
| 10:3 | 1 | a | 0 | 8 | 3 | 4 | 1 | 230 | 8 | 0 | 8 | 2 | 6 | $\varepsilon$ | 6 | 4 | 2 |
| 11.4 | 1 | 3 | 0 | 9 | 0 | 5 | 10 | 1 | 5 | 7 | 5 | 3 | 3 | 9 | 3 | 5 | 0 |
| 107 | 1 | 4 | 0 | 190 | 1 | 6 | 3 | \% | 3 | $s$ | 7 | 4 | 5 | 270 | 4 | $\mathfrak{6}$ | 0 |
| 8 | 0 | 5 | 0 | 1. | 0 | 7 | 6 | 3 | 3 | 9 | 7 | 5 | 4 | 1 | 4 | 7 | 1 |
| 9 | 0 | 6 | 3 | 2 | 9 | $E$ | 4 | 4 | 6 | 240 | 6 | 6 | 10 | 2 | 1 | E | 0 |
| 100 | 0 | 7 | 0 | 3 | 4 | 9 | 3 | 5 | 10 | 1 | 11 | 7 | 7 | 3 | 3 | 9 | 0 |
| 1 | 1 | $\theta$ | 1 | 4 | 1 | 210 | 1 | 6 | - 7 | 2 | 11 | 8 | 4 | 4 | 2 | 9.0 | 0 |
| 2 | 1 | 9 | 1 | 5 | 0 | 1 | 7 | 7 | - 8 | 3 | 12 | 9 | 3 | 5 | 0 | 1 | 1 |
| 3 | 0 | 180 | 2 | 6 | 2 | 2 | 5 | 8 | 5 | 4 | 9 | 20 | 0 | 6 | 0 | 303 | 1 |
| 4 | 0 | 1 | 1 | 7 | 1 | 3 | 3 | 9 | 12 | 5 | 7 | 1 | 2 | 7 | 0 | 312 | 1 |
| 5 | 0 | 2 | 9 | e | 3 | 4 | 3 | 230 | 15 | 6 | d | 9 | 3 | $\checkmark$ | 1 | 313 | 1 |
| ${ }^{6}$ | 0 | 3 | $\because$ | 3 | 4 | 5 | 2 | 1 | 13 | 7 | 7 | 3 | 2 | 9 | 1 | 333 | 1 |
| 7 | 0 | 4 | 1 | 200 | 5 | 6 | 4 | ¢ | 6 | 8 | 7 | 4 | 0 | 980 | 4 | $33 \%$ | 1 |
| 8 | 0 | 18. | 3 | 201 | 6 | 217 | 5 | 233 | 8 | 240 | $\sim$ | 26.3 | 2 | $9 \leq 1$ | $\because$ | T-1 | 1 |
| 169 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |  | ! |  |  |

SEVENTEENTH DAT, JULF 20,1 ET:

| 76 | 1 | 195 | 0 | 216 | 1 | 237 | 5 | 23.3 | 9 | 27 | 10 | 309 | 4 | 321 | 1 | 342 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 104 | 1 | 6 | $\stackrel{2}{2}$ | 7 | 0 | 8 | $\pm$ | \% | 7 | 280 | 4 | 1 | 0 | $\pm$ | 0 | 3 | 0 |
| 128 | 1 | 7 | 0 | 8 | 1 | 9 | 5 | 960 | 11 | 1 | 7 | 2 | 1 | 3 | 1 | 4 | 1 |
| 147 | 1 | 8 | 0 | 9 | 2 | 240 | T | 1 | 9 | 2 | 6 | 3 | 1 | 4 | 1 | 5 | 3 |
| 16. | 1 | 9 | 0 | 920 | 3 | 1 | 9 | 9 | 9 | 3 | 7 | 4 | 1 | 5 | 1 | 9 | 0 |
| 166 | 1 | 200 | 1 | 1 | 3 | : | 4 | 3 | 5 | 4 | $\%$ | 5 | 1 | 0 | 1 | 7 | 1 |
| 180 | 1 | 1 | 1 | $\mathfrak{2}$ | 0 . | 3 | 5 | 4 | 7 | 5 | 3 | 6 | $\underline{z}$ | 7 | 0 | 8 | 2 |
| 1 | 0 | 2 | 0 | 3 | 4 | 4 | 4 | 5 | 8 | 1 | 6 | 7 | 0 | $\varepsilon$ | 0 | 9 | 0 |
| 2 | 0 | 3 | 1 | 4 | 3 | 5 | 9 | 6 | 5 | 7 | 7 | 8 | 2 | 9 | 0 | 350 | 0 |
| 3 | 0 | 4 | 0 | 5 | 2 | 6 | 2 | 7 | 3 | 8 | 3 | 9 | 5 | 330 | 0 | 1 | 0 |
| 4 | 0 | 5 | 0 | 6 | 0 | 7 | 5 | 8 | 7 | 9 | 5 | 310 | 6 | 1 | 0 | 2 | 0 |
| 5 | 0 | 6 | 1 | 7 | 2 | 8 | 4 | 9 | 2 | 890 | 5 | 1 | 1 | $\underset{\sim}{2}$ | 1 | 3 | 1 |
| 6 | 3 | 7 | $\pm$ | 8 | 1 | 9 | 8 | 230 | 0 | 1 | 6 | 2 | 4 | 3 | 0 | 366 | 1 |
| 7 | 0 | 8 | 5 | 9 | 3 | 250 | 5 | 1 | 5 | 9 | 7 | 3 | 0 | 4 | 0 | 372 | 1 |
| 8 | 0 | 9 | 4 | 230 | 6 | 1 | 7 | 2 | 6 | 3 | 5 | 4 | 1 | 5 | 0 | 380 | 1 |
| 9 | 0 | 210 | 2 | 1 | 2 | 2 | 4 | 3 | 7 | 4 | 5 | 5 | 4 | 6 | 0 | 390 | 1 |
| 190 | 1 | 1 | 2 | 2 | 4 | 3 | 5 | 4 | 5 | 5 | 3 | 6 | 1 | 7 | 1 | 392 | 1 |
| 1 | 0 | - 2 | 2 | 3 | 3 | 4 | 7 | 5 | 6 | 6 | 5 | 7 | $\mathfrak{\sim}$ | 8 | 1 | 394 | 1 |
| 2 | 0 | 3 | 2 | 4 | 3 | 5 | 7 | 6 | 11 | 7 | 1 | 8 | 0 | 9 | 1 | 443 | 1 |
| 3 | 1 | 4 | 2 | 5 | 4 | 6 | 5 | 7 | 2 | 8 | 3 | 9 | 0 | 310 | 0 | 467 | 1 |
| 194 | 0 | 215 | 2 | 236 | 3 | 957 | 7 | 278 | 6 | 299 | 3 | 320 | 2 | 341 | 1 |  |  |

Details of the experiments－Contiuued．
EIGHTEENTII DAY，JULY 27,187 ．

|  |  |  |  |  |  |  |  |  |  |  | $\begin{aligned} & \text { Number of ob- } \\ & \text { servations. } \end{aligned}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 184 | $\underline{2}$ | 201 | 3 | 218 | 0 | 23 | 4 | 2\％ | 10 | 269 | 5 | 280 | 0 | 302 | 2 | 318 | 0 |
| 5 | 0 | 9 | 1 | 9 | 3 | 6 | 10 | 3 | 0 | 270 | 11 | 7 | 4 | 3 | 1 | 9 | 0 |
| 0 | 0 | 3 | 2 | 220 | 2 | 7 | 5 | 4 | 10 | 1 | 10 | 8 | 1 | 4 | 0 | 320 | 0 |
| 7 | 0 | 4 | 2 | 1 | 3 | 8 | $\check{2}$ | 5 | 11 | 2 | 6 | 9 | 1 | 5 | 1 | 1 | 0 |
| 8 | 1 | 5 | 0 | 2 | 0 | 9 | 5 | 6 | 8 | 3 | 6 | 290 | 1 | 6 | 1 | 2 | 1 |
| 9 | 0 | 6 | 6 | 3 | 4 | 240 | 6 | 7 | 7 | 4 | 5 | 1 | 3 | 7 | 0 | 3 | 0 |
| 190 | 0 | 7 | 1 | 4 | 6 | 1 | 5 | 8 | 7 | \％ | 7 | 2 | 1 | 8 | 0 | 4 | 0 |
| 1 | 0 | 8 | 1 | 5 | 3 | 2 | 3 | $!$ | 8 | 6 | 5 | 3 | 1 | 9 | 0 | 5 | 0 |
| 2 | 1 | 9 | 3 | 6 | 0 | 3 | $\varepsilon$ | 290 | 13 | 7 | 5 | 4 | 2 | 310 | 0 | 6 | 0 |
| 3 | 0 | 210 | 0 | 7 | 5 | 4 | 6 | 1 | 9 | \％ | 3 | 5 | 0 | 1 | 0 | 7 | 0 |
| 4 | 0 | 1 | 0 | 8 | 3 | 5 | 5 | $\pm$ | 5 | 9 | 6 ！ | 6 | 0 | 2 | 0 | 8 | 0 |
| 5 | 0 | 2 | 3 | 9 | 8 | 6 | 7 | 3 | 10 | 20 | 3 | 7 | 0 | 3 | 0 | 9 | 0 |
| 6 | 0 | 3 | 3 | 230 | $\gamma$ | 7 | 11 | 4 | 11 | 1 | 1 | 8 | 0 | 4 | 0 | 330 | 1 |
| 7 | 1 | 4 | 1 | 1 | \％ | ＋ | 8 | 5 | 4 | צ | 4 | 9 | $\underset{\sim}{2}$ | 5 | 1 | 341 | 1 |
| 8 | 0 | 5 | 3 | \％ | 10 | 9 | 11 | 6 | $f$ | ； | 5 | 360 | 0 | 6 | 0 | 3fi6 | 1 |
| 9 | 1 | 6 | 4 | 3 | 3 | 65 | 12 | ． | $\varepsilon$ | 4 | $5:$ | 301 | 0 | 317 | 0 | 367 | 1 |
| 900 | 0 | 28 | 4 | 934 | 6 | 9.5 | 3 | 26 | $\vdots$ | 45 | 4 |  |  |  |  |  |  |

NINETEENTII DAY，JULY $9,18 \%$ ．

| 119 | 1 | 20 | 0 | 217 | 0 | 24 | 5 | 251 | 11 | 907 | 8 | 233 | ¢ | ¢09 | 1 | 315 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 110 | 1 | 1 | 0 | － | 1 | 6 | 9 | 2 | 10 | ＊ | 6 | 4 | 1 | 300 | 1 | 6 | 0 |
| 15 | 1. | 9 | 0 | 9 | 2 | 6 | 7 | 3 | 13 | 9 | 11. | $\bar{\square}$ | 3 | 1 | 2 | 7 | 0 |
| 157 | 1 | 3 | 1 |  | 3 | 7 | 7 | 4 | 15 | 20 | 6 | 6 | 5 | $\because$ | 1 | ¢ | 1 |
| 187 | 1 | 4 | 0 | 1 | 3 | $*$ | 9 | 5 | 11 | 1 | 10 | 7 | 4 | 3 | 0 | 1 | 0 |
| 8 | 0 | 5 | 1 | \％ | 3 | 9 | 4 | 6 | 12 | 2 | 1：2 | 8 | 4 | 4 | 0 | 320 | 0 |
| 9 | 0 | 6 | 0 | 3 | 0 | 940 | 11 | 7 | 7 | 3 | 9 | 0 | 5 | 5 | 0 | 1 | 1 |
| 190 | 1 | 7 | 2 | 4 | 1 | 1 | 8 | 8 | 11 | 4 | 10 | 290 | 1 | 6 | 0 | 2 | 0 |
| 1 | 1 | 8 | 0 | \％ | 0 | 2 | 7 | 9 | 6 | 5 | 4 | 1 | 0 | 7 | 0 | 3 | 0 |
| 2 | 0 | 9 | 0 | 6 | 2 | 3 | 8 | 260 | 11 | 6 | 5 | 9 | 1 | 8 | 2 | 4 | 1 |
| 3 | 0 | 210 | ～ | 7 | 7 | 4 | 7 | 1 | $\varepsilon$ | 7 | 5 | 3 | 9 | 9 | 1 | 334 | 1 |
| 4 | 0 | 1 | 0 | 8 | 0 | 5 | 10 | 2 | 11 | 8 | 4 | 4 | 1 | 310 | 1 | 350 | 1 |
| 5 | 0 | 2 | 1 | 9 | 3 | 6 | 11 | 3 | 4 | 9 | 9 | 5 | 1 | 1 | 1 | 366 | 1. |
| 3 | 0 | 3 | 0 | 230 | 3 | 7 | － | 4 | 4 | 230 | 7 | 6 | 1 | 2 | 0 | 591 | 1 |
| 7 | 0 | 4 | 1 | 1 | 4 | 8 | 11 | 5 | 4 | 1 | 5 | 7 | 0 | 3 | 0 | 779 | 1. |
| 8 | 1 | 5 | 1 | 2 | 3 | 9 | 13 | 206 | 8 | 28. | 4 | 29.8 | 1 | 314 | 0 | 851 | 1 |
| 199 | 1 | 216 | 1 | 233 | 6 | 200 | 7 |  |  |  |  |  |  |  |  |  |  |

## Details of the experiments－Continued．

TWENTIETH DAF，JULY 30， 1871.

|  |  |  | $\begin{aligned} & \frac{1}{3} \\ & 3 \\ & 3 \\ & 3 \end{aligned}$ | 若 |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 130 | 1 | 193 | 0 | 214 | $\stackrel{2}{2}$ | 233 | 10 | 030 | 9 | 1 | 290 | 1 | 309 | 1 | 3：3 | 0 |
| 139 | 1 | 0 | 0 | $\therefore$ | 3 | 4 | 4 | 3 \％ | $\because$ | $\cdots$ | 1 | 1 | 310 | 0 | 9 | $\underline{5}$ |
| 17 | 0 | 7 | 0 | ${ }_{6}$ | 1 | 5 | 8 | 11 | 3 | \％ | ： | 3 | 1 | 0 | 330 | 1 |
| 8 | 0 | 8 | 1 | 7 | 5 | （ | 6 | $5 \quad 7$ | 4 | － | 3 | 1 | 9 | 1 | 1 | 0 |
| 9 | 0 | 9 | $\bigcirc$ | $\varepsilon$ | $\stackrel{1}{2}$ | 7 | 9 | 6 6 | 5 | 3 | 4 | 0 | 3 | 0 | 2 | 0 |
| \＃ 80 | 0 | 930 | 0 | 0 | 2 | ¢ | 5 | 78 | 0 | 2 | 5 | 1 | 4 | 0 | 3 | 4 |
| 1 | 0 | 1 | 0 | 2.20 | 9 | 9 | 6 | $\because \quad 8$ | 7 | 6 | 0 | 2 | F | 0 | 4 | 0 |
| ¢ | 0 | $\underset{\sim}{2}$ | 1 | 1 | 1 | 240 | 13 | 9）${ }^{\text {1 }}$ | － | 2 | 7 | 3 | 6 | 0 | 5 | 0 |
| 3 | 1 | 3 | $\checkmark$ | 2 | 2 | 1 | 12 | 960 － 8 | 9 | 4 | त | 0 | 7 | 0 | 6 | 0 |
| 4 | 0 | 4 | 9 | 3 | $\bigcirc$ | ： | 9 | 9 | $\pm 4$ | 5 | $!$ | 1 | s | 0 | 7 | 1 |
| 5 | 0 | 5 | ${ }^{1}$ | 4 | 4 | $:$ | 4 | $\cdots$ | 1 | 9 | 301 | 0 | 9 | 0 | 8 | 0 |
| 6 | 1 | 6 | 1 | 5 | 3 | 4 | 6 | 3 14 | $\because$ | ＇ | 1 | $\because$ | 30 | 1 | 9 | 0 |
| 7 | 1 | \％ | 0 | 6 | 4 | $\square$ | 7 | 4 i | 3 | $\stackrel{ }{*}$ | $\pm$ | 0 | 1 | 0 | 310 | 0 |
| 8 | 0 | 8 | $\because$ | 7 | 4 | 6 | 8 | 5 \％ 11 | 4 | 0 | 3 | 1 | 2 | 0 | 1 | 0 |
| 9 | 0 | 9 | 0 | 8 | 3 | 7 | 7 | （i） 6 | 5 | 1 | 4 | 0 | 3 | 0 | 2 | 1 |
| 190 | 0 | 210 | 8 | 9 | 2 | $\varepsilon$ | 9 | \％ | 6 | 1 | 5 | 0 | 4 | 1 | 3 p | 1 |
| 1 | 0 | 1 | 2 | 930 | 4 | 9 | 3 | 8 | \％ | 3 | 6 | 1 | 5 | 0 | 483 | 1 |
| 3 | 0 | 2 | 1 | 1 | 4 | 230 | 12 | 90 | 8 | 2 | 7 | 0 | 6 | 0 | 7 74 | 1 |
| 2 | 0 | 213 | 0 | 232 | 4 | 251 | 9 | 970 12 | $2 \times 9$ | 3 | 308 | 1 | 337 | 1 | 817 | 1 |
| 194 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

TWENTY－FIRST DAY，JLLY 31， $18 \%$ ．


TWENTY．SECOND DAY，AUGUST 1， 1872

| 139 | 1 | 204 | 0 | 219 | 2 | 233 | 2 | 247 | 7 | 961 | 14 | 275 | 13 | 289 | 6 | 303 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 157 | 1 | 5 | $\underline{2}$ | ＠20 | 0 | 4 | 7 | 8 | 10 | 2 | 8 | 6 | 3 | 990 | 0 | 4 | 0 |
| 171 | 1 | 6 | 1 | 1 | 1 | 5 | 6 | 9 | 3 | 3 | 12 | 7 | 4 | 1 | 1 | 5 | 0 |
| 192 | 1 | 7 | 2 | 2 | 6 | 6 | ${ }^{6}$ | 250 | 8 | 4 | 7 | 8 | $\dot{4}$ | 9 | 1 | 6 | 0 |
| 3 | 1 | 8 | 0 | 3 | 1 | 7 | 6 | 1 | 113 | ： | 8 | 9 | 4 | 3 | 0 | ¢ | 1 |
| 4 | 1 | 9 | 1 | 4 | 4 | 8 | 12 | a | 8 | $f$ | 17 | 299 | 2 | 4 | 2 | 8 | （ 1 |
| 5 | 0 | 210 | 1 | 5 | 4 | 9 | 10 | 3 | 14 | 7 | 8 | 1 | 4 | 5 | 0 | 9 | 1 |
| 6 | 1 | 1 | 9 | 6 | 4 | 210 | 4 | 4 | 8 | 8 | 6 | 2 | 7 | 0 | 2 | 325 | 1 |
| 7 | 1 | 9 | 2 | 7 | 4 | 1 | 7 | 5 | 6 | 9 | 5 | 3 | 3 | 7 | 1 | 339 | 1 |
| $\hat{\sim}$ | 0 | 3 | 2 | 8 | 1 | 9 | 10 | 6 | 8 | 270 | 5 | 4 | 1 | 8 | 2 | 382 | 1 |
| 9 | 0 | 4 | 1 | 9 | 6 | 3 | 7 | 7 | 6 | 1 | 9 | 5 | 4 | 9 | 1 | 384 | 1 |
| 200 | 0 | 5 | 1 | 230 | 5 | 4 | 3 | 8 | 8 | ェ | 7 | 6 | 5 | 300 | 1 | 406 | 1 |
|  | 0 | 0 | 3 | 1 | 10 | \％ | 6 | 9 | 10 | 3 | \＃ | 7 | 3 | 1 | 0 | 410 | 1 |
| 2 | 0 | 7 | 0 | 932 | 0 | 216 | 10 | 260 | 9 | 2\％4 | 2 | 93.3 | 1 | 302 | 0 | 689 | 1 |
| 203 | 0 | 218 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Details of the experiments-Continned.
TWENTY-TEIRD DAF, AUGESY $2,1872$.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 142 | 1 | 184 | 0 ! | 202 | 1 | 220 | 1 | 238 | 5 | 250 | 10 | 274 | 7 | 992 | 0 | 310 | 1 |
| 160 | 1 | 5 | 1 | 3 | 0 | 1 | 6 | 9 | 9 | 7 | 10 | 5 | 3 | 3 | 4 | 1 | 0 |
| 7 | \% | 6 | 0 | 4 | 1 | 9 | 5 | 240 | 8 | 8 | 11 | 6 | 1 | 4 | 1 | 2 | 0 |
| 8 | 0 | 7 | 0 | 5 | 0 | 3 | 6 | 1 | 8 | 9 | 4 | 7 | 3 | 5 | $\pm$ | 3 | 0 |
| 9 | 0 | 8 | 0 | 6 | 1 | 4 | 5 | 2 | 7 : | 260 | 8 | 8 | 4 | 6 | 0 | 4 | 1 |
| 170 | 0 | 9 | 1 | 7 | 1 | 5 | 6 | 3 | 12 | 1 | 9 | 9 | 7 | 7 | 0 | 5 | 0 |
| 1 | 0 | 190 | 0 ! | 8 | 0 | 6 | 4 | 4 | 9 | 2 | 13 | 280 | 3 | 8 | 2 | 6 | 1 |
| 2 | 2 | 1 | 0 | 9 | 0 | 7 | 3 | 5 | 7 | 3 | 6 | 1 | 2 | 9 | 0 | 7 | 0 |
| 3 | 0 | 2 | 0 \% | 210 | 1 | 8 | 4 | 6 | 7 \% | 4 | 11 | 2 | 3 | 300 | 0 | 8 | 0 |
| 4 | 0 | 3 | 1 | 1 | 0 | 9 | 5 | 7 | 6 | 5 | 7 | 3 | 4 | 1 | 0 | 9 | 0 |
| 5 | 1 | 4 | 0 | 2 | 3 | 230 | 4 | 8 | 6 | 6 | 6 | 4 | 1 | 2 | 1 | 320 | 0 |
| 6 | 0 | 5 | 0 | 3 | 3 | 1 | 9 | 9 | 12 | 7 | 8 | 5 | 0 | 3 | 0 | 1 | 0 |
| 7 | 0 | 6 | 3 | 4 | 2 | 2 | 8 | 250 | 9 | 8 | 8 | 6 | 3 | 4 | 0 | 2 | 1 |
| 8 | 0 | 7 | 0 | 5 | 4 | 3 | 6 | 1 | 8 | 9 | 6 | 7 | 1 | 5 | 0 | 3 | 1 |
| 9 | 1 | 8 | 0 ) | 6 | 1 | 4 | 6 | 2 | 10 | 270 | 14 | 8 | 1 | 6 | 1 | 340 | 1 |
| 180 | 1 | 9 | 0 | 7 | 0 | 5 | 6 | 3 | 12 | 1 | 3 | 9 | 1 | 7 | 0 | 371 | 1 |
| 1 | 0 | 204 | 0 | 5 | 5 | 6 | 4 | 4 | 9 | 2 | 7 | 290 | 9 | 8 | 0 | 406 | 1 |
| 9 | 0 | 201 | 0 , | 219 | 2 | 237 | 2 | 255 | 5 |  | 4 | 291 | 1 | 309 | 1 | 66.1 | $1{ }^{-}$ |
| 183 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

TWENTY.FOURTE DAY, AUGEST 3, 1872

| 119 | 1 | 198 | 2 | 213 | 3 | $92 e^{2}$ | 3 | 243 | 12 | 237 | 12 | 271 | 3 | 28.7 | 1 | 299 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 134 | 1 | 9 | 1 | 4 | 4 | 9 | 4 | 4 | 10 | 8 | 5 | 2 | 1 | 6 | 4 | 300 | 0 |
| 156 | 1 | 200 | 2 | 5 | 1 | 230 | 7 | 5 | 16 | 9 | 8 | 3 | 4 | 7 | 0 | 1 | 0 |
| 172 | 1 | 1 | 1 | 0 | 1 | 1 | 11 | 6 | 9 | 260 | 0 | 4 | 1 | 8 | 1 | 2 | 1 |
| 175 | 1 | 2 | 0 | 7 | 4 | 2 | 12 | 7 | 7 | 1 | 9 | 5 | 5 | 9 | 0 | 3 | 0 |
| 180 | 2 | 3 | 0 | $\checkmark$ | 7 | 3 | 15 | 8 | 11 | 9 | 2 | 6 | 0 | 290 | 2 | 4 | 0 |
| 9 | 0 | 4 | 1 | 9 | 5 | 4 | 5 | $1)$ | 13 | 3 | 6 | 7 | $\underline{9}$ | 1 | 0 | 5 | 0 |
| 190 | 1 | 5 | 1 |  | 3 | 5 | 7 | 250 | 13 | 4 | 4 | 8 | 0 | 2 | 4 | 6 | 0 |
| 1 | 0 | 6 | 1 | 1 | 6 | 6 | 11 | 1 | 14 | 5 | 1 | 9 | 0 | 3 | 0 | 7 | 2 |
| 2 | 1 | 7 | 1 | 2 | 3 | 7 | 10 | 2 | 14 | 6 | 1 | 230 | 3 | 4 | 3 | 8 | 0 |
| 3 | 0 | 8 | 2 | 3 | 1 | 8 | 8 | 3 | 12 | 7 | 2 | 1 | 2 | 5 | 0 | 9 | 1 |
| 4 | 0 | 9 | 6 | 4 | 4 | 9 | 8 | 4 | 12 | 8 | 2 | 2 | 1 | 6 | 0 | 334 | 1 |
| 5 | 0 | 210 | 3 | 5 | 8 | 240 | 6 | 5 | 0 | 9 | 3 | 3 | 1 | 7 | 1 | 340 | 1 |
| 6 | 0 | 1 | 3 | 6 | 6 | 1 | 9 | 236 | 8 | 270 | 3 | 284 | 0 | 298 | 0 | 374 | 1 |
| 197 | 0 | 212 | 3 | 227 | 5 | 242 | 8 |  |  |  |  |  |  |  |  |  |  |


[^0]:    * A mathematical function of $x$, such as $\phi x$, is something whose value is obtained by mathematical processes when $x$ is given. A logical function of $x$, of which we have, as common examples, letters with a subscript $x$, as $\mathrm{P}_{x}$, is something whose siguification is logically dedncible when the signification of $x$ is known.

